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Abstract

Relationships between monostatic and bistatic radar images are reviewed and discussed, both from the point of view of iden-
tical receiver locations, and from the conventional point of view where the monostatic radar is located at the angular bisector
between the bistatic transmitter and receiver. Example images are computed using scattered fields from two three-dimen-
sional (3D) body-of-revolution (BOR) geometries. A Method-of-Moments solution is used to calculate scattered fields so that
no scattering interactions are neglected. In the conventional comparison, sample bistatic images show direct-scattering
mechanisms similar to those of monostatic images as expected, aithough significant differences are observed in higher-order
scattering effects. With identical. receiver locations, the sample bistatic images generated are very different from the
monostatic images, and illustrate the practically important fact that geometries designed to minimize monostatic scattering can

produce large bistatic returns.
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1. Introduction

Ithough bistatic radar systems are typically more complex and

difficult to implement than monostatic systems [ 1], the poten-
tial of bistatic measurements for detecting low-observable targets
motivates continued studies. For example, targets designed to
minimize backscatter (monostatic scattering) by reflecting radar
energy into other directions might be easily detected by a bistatic
system. Radar images offer a unique means for obtaining insight
into the scattering behavior of an object if multiple frequency and
aspect data are available. Radar images generated from bistatic
scattering data have been studied previously in [2], and in many
cases found to have properties similar to those generated from
monostatic data. However, consideration of the differing scattering
effects that can occur for monostatic and bistatic geometries indi-
cates that bistatic and monostatic images may not be necessarily
similar, particularly for geometries designed to minimize
monostatic cross sections.

In this article, relationships between monostatic and bistatic
radar images are reviewed and discussed, using sample images
formed from scattering data computed from a body-cf-revolution
Method-of-Moments algorithm [3-5]. Use of numerical scattering
models is advantageous because no scattering effects are explicitly
neglected, enabling higher-order interactions to be captured and
studied. While the requirement for multiple-frequency and multi-
ple-angle scattering data in image formation for a three-dimen-
siona} target makes large-scale computations necessary, currently
available methods are sufficiently effective to complete the com-
putations in a reascnable time. Two perfectly conducting targets
are considered: a low-observable ogive, and a missile-like cone-
cylinder with flared end, with dimensions shown in Figure 1.
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The images are generated from two vantage points. In the
first case, the bistatic receiver and the monostatic radar are co-
located, as shown in Figure 2a, This point of view will be referred
to as “receiver-centric;” note that the monostatic transmitter/
receiver and the bistatic receiver locations are identical, while the
bistatic transmitter has a different location. The angle f is defined

as the bistatic angle, and &, is the rotation angle of the body-of-
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Figure Ia. Three-dimensional BOR geometries: the ogive
geometry. The target is a perfect electrical conductor.
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Figure tb. Three-dimensional BOR geometries: the missile
geometry (a cone-cylinder with flared end). The target is a per-
fect electrical conductor.
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Figure 2b. The coordinate system for conventional images.

revolution (BOR) axis of the target from the positive z axis in the
x-z plane. (All images presented in this article are in the x-z plane,
for simplicity.) In this case, the monostatic and bistatic radar
images can be significantly different, so that geometries designed
to minimize monostatic scattering may yield large bistatic returns.

In the past, it has been shown that the monostatic scattering
from targets is similar to the bistatic scattering, provided that the
monostatic radar is located at the angular bisector of the bistatic
receiver and transmitter, and that the monostatic frequency band is
multiplied by a factor of cos{f/2} with respect to the bistatic

radar frequency band. This is a result of the “monostatic-bistatic
equivalence theorem,” which is derived by considering only first-
order scattering centers [6, 7]. Sample radar images from this van-
tage point are also illustrated and compared. The coordinate system
for these radar images is shown in Figure 2b. We will call these
radar images the “conventional images.” Sample image results
show that conventional bistatic images indeed have an appearance
similar to the monostatic images, but ‘the detailed scattering
mechanisms can be significantly different. This is especially true
for higher-order scattering mechanisms,

The rest of the paper is organized as follows. Section 2
describes the generation of radar images. Scattering computations
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and single-frequency results are described in Section 3. Section 4
presents sample monostatic, receiver-centric bistatic, and conven-
tional bistatic images for several look angles. A summary of the
discussions of the paper is then presented in Section 5.

2. Image Generation

Two-dimensional radar images can be formed from multi-
frequency and multi-aspect-angle scattered-field data, for either
monostatic or bistatic systems. The imaging method described here
is based on an inverse-Fourier-transform-with-back-projection
algorithm [8]. In this technique, frequency- and aspect-domain
scattered-field data are mapped into image space using the fol-
lowing relationship:

&,
I(x,2)= TG[B,t(x,z,B)]dQ, 1)
_60

where I(x,z) is the complex-valued image intensity at coordi-
nates x and z, and

%
Glo.)= [E(f.0)e > Far. )
A

The “time” function, #(x,z,6), in Equations (1) and (2) depends
on the imaging geometry, and is described further belew. Here,
-6y < 6 <& describes the aspect-angular region over which the

transmitter and receiver locations are varied, and f; < f < /> isthe

frequency band over which scattered-field data are available. Also,
in Equation (2),

E(f.6)=E(f,0)w(/.8), 3)

where E( f:8) is the two-dimensional (complex) scattered-field
data; w(f,8) is a two-dimenstonal window function, included to

reduce sidelobe levels in the images formed; and the multiplication
by fresults from an earlier transformation to polar coordinates. In
the example images illustrated,

w(f.8)=w (f)w(8), &)
and wy(f) and w, () are selected to be Hamming windows.

Equation (2} is a Fourier transform, and, for discretely sam-
pled scattered-field data, can be computed using the fast Fourier
transform (FFT). Equation (1) can then be used to cbtain the
image-domain response, given t(x, 2,9). Note that use of the FFT
implies that ¢ is also discretely sampled; an interpolation algerithm
can be used to map discretized values of t(x,z,B) to discretely

sampled image-space locations.

We can define the radar receiver as located at an angle 6,

measured clockwise with respect to the positive z axis in the x-z
plane (illustrated as zero degrees in Figure 2a). If the radar trans-
mitter is then similarly defined as located at angle 8,, the excess

time delay to travel from the transmitter to a point (x,z)} on the
target and then to the receiver is
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Figure 5a. The receiver-centric monostatic image of the ogive
target, 6, = 0°. The center freguency was 500 MHz, 80% band-
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Figure 5b. The receiver-centric bistatic image of the ogive tar-
get (S=90°), ¢, =0°. The center frequency was 500 MHz,

80% bandwidth.

Tomogrp hiz Pirocassing, HAMMMNG down ranga, KAMMING oross mnge

10

CROSS RANGE (meters)
[ n

3
-

10 ; ; EEEEe——
-0 -8 -2 2 8 )

DCOWN RANGE (mwtars)

Figure 5¢c. The receiver-centric monostatic image of the ogive
target, 6, =45°. The center frequency was 500 MHz, 80%

bandwidth.
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Figure 5d. The receiver-centric bistatic image of the ogive tar-
get (f =90°), 6, =45°, The center frequency was 500 MHz,

80% bandwidth.
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t(x,2,8)= —l[x (sind; +sin8 )+ z{cosf, +cosy )], (5
4

where ¢ is the speed of light in ftee space. The excess time delay is
with respect to the time delay to travel from the transmitter to the
origin in the x-z plane, and then to the receiver.

In the receiver-centric imaging system (see Figure 2a),
6,=0,and 6, =6~ f, where £ is the bistatic angle. The time

function is then
t(x,z,8)= *é{x[siné’-r sin(#~ ,B):|+z[cos&+cos(9—-ﬁ):|}. (6)

In the conventional imaging geometry (see Figure 2b),
8 =0+p/2 and 6, =0—- /2. The excess-time-delay function

from Equation (5) now reduces to
t(x,z,9)=7§cos(ﬂ/2)[xsin9+zc059]. )

The geometries of Figures 2a and 2b clearly show that Equa-
tions (6) and (7) should be related. The substitution y =8 - /2
into Equation (6) results in a receiver-centric time function identi-
cal to Equation (7), but in terms of the angle y, rather than 6 . The
receiver-centric bistatic image should thus be identical to the con-
ventional bistatic image, buf at a rotated central angle of
¥ =8- /2. Although this relationship is mathematically simple,
it has important practical implications, because bistatic radar
images would typically be formed at the receiver location, rather
than in the conventional bistatic-image fashion.

For a monostatic radar 5 = 0°, so that both Equations (6} and
{7) reduce to

tn (%,2,8) = — [ xsin+ zc0s0], @)
c

where subscript m is used to indicate the monostatic radar. Equa-
tions (7} and (8) are identical with the exception of the factor
cos{/2) in Equation (7). Because the cos{f3/2) factor directly

multiplies the frequency variable fin the exponential term of the
integrand in Equation (2), this can be considered a “frequency
scating factor” compared to the monostatic case. Image compari-
sons are thus facilitated if the monostatic radar frequency band is
taken as cos(/4/2) times the bistatic radar frequency band. The
imaging processes for the monostatic and “conventional” bistatic
images will then produce similar weighting factors for each fre-
quency and angie scattered-field data peint in computing the
resulting image. The resulting similarity of the images, however,
depends not only on the similarity of the time functions in Equa-
tions (7} and (8), but also on the similarity of the scattering mecha-
nisms captured by the scattered fields £( f,8).

3. Scattered-Field Computations

To demonstrate some sample bistatic and monostatic radar
images and their relationships, the CICERQO body-of-revolution
(BOR) Moment-Method code, developed by McDonnell Douglas
Research Labs (now Boeing Phantom Works), St. Louis, was used
to compute numerical scattering data [5] for the targets illustrated
in Figure 1. Three-dimensional objects were created by rotating the
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generating curves plotted through a full revolution about the BOR
axis. The moderate electromagnetic size of the targets considered
allowed a direct solution of the Moment-Method matrix equation
as implemented in the CICEROQO code, although meore-efficient
iterative solutions can be applied for larger-size targets. Frequen-
cies ranging from 300 MHz to 700 MHz were included, giving a
center frequency of 500 MHz (0.6 m wavelength) and an 80%
bandwidth. The total length of the generating curves considered
ranged from about 12 to 30 electromagnetic wavelengths. A sam-
pling rate of 15 points per wavelength at the highest frequency was
used for all frequencies to insure accuracy, resulting in 2 maximum
of 430 points sampling the generating curve. The BOR formulation
allows the total matrix equation to be decoupled into separate

25, pomer—e———— ————

MAGNITUDE (dB})
o

I R S P St
-100. -60. -20. 20. 60. 100.

ASPECT (DEGREES)

Figure 3a. The mongstatic ( f =0°) RCS aspect-angle pattern

of the ogive target at the center frequency of 500 MHz: — &
polarization, - - - ¢ polarization.
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Figure 3b. The bistatic ( f =90°) RCS aspect-angle pattern of
the ogive target at the center frequency of 500 MHz: — &
pelarization, - - - ¢ polarization.
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Figure 6a. The receiver-centric monostatic image of the missile
target, 8, =0°. The center frequency was 500 MHz, 80% band-

width.
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Figure 6b. The receiver—centri-c bistatic image of the missile
target ( § =80°), 6, =0°. The center frequency was 500 MHz,

80% bandwidth.
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Figure 6¢. The receiver-centric monostatic image of the missile
target, 0, =55°. The center frequency was 500 MHz, 80%

bandwidth.
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Figure 6d. The receiver-centric bistatic image of the ogive tar-
get (5 =80°), 8, =55°. The center frequency was 500 MHz,

80% bandwidth,
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Figure 4a. The moneostatic ( J =0°) RCS aspect-angle pattern- -

of the missile target at the center frequency of 500 MHz: — ¢
polarization, - - - ¢ polarization.
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Figure 4b. The bistatic ( £ =80°) RCS aspect-angle pattern of
the missile target at the center frequency of 500 MHz: — &
polarization, - - - ¢ pelarization.

matrix equations for each azimuthal harmonic variation; a total of
37 azimutha! harmonics were used at the highest frequency. Cal-
culations were repeated for 80 frequencies in the bandwidth of
interest, and the scattering results were computed at radar trans-
mitter angles (aspect angles) ranging from —100° to 100° in steps
of 0.25° for both & and ¢ polarizations in the x-z plane {coordi-
nates shown in Figure 2). The total CPU time required for one set
of results at a fixed bistatic angle was approximately 24 hours on a
Pentium II 450 MHz processor. Note that the azimuthal symmetry
of the geometry results in no cross-polarized scattered-field returns
for the cases considered here.

46

Figure 3 shows the patterns of the computed radar cross sec-
tion (RCS) as a function of radar transmitter location (aspect-
angle) for the ogive target of Figure 1a, at the center frequency of
500 MHz. The receiver-centric coordinate system of Figure 2a was
used, and the magnitude of the RCS was plotted as a function of
aspect angle. The bistatic angle was £ =90° in Figure 3b, so the
bistatic patterns should show similar dominant features compared
with the monostatic patterns, but shifted left by 45°(5/2). As

expected, the RCS is very low in the nose-on region, where the
scattering is dominated by tip diffraction, and is high in the regions
dominated by specular reflection. For bistatic scattering, there
appears to be interference between two equal scatiering mecha-
pisms in the nose-on region of the bistatic # polarization case. The
radar images should identify these mechanisms.

Figure 4 shows the corresponding RCS data for the missile
target of Figure 1b. The bistatic angle for Figure 4b is £ =280°, so
the bistatic patterns were expected to show similar dominant fea-
tures compared with the monostatic patterns shified left by 40°.
Both plots show the strong broadside specular return at £50° for
monostatic and at 50° for bistatic. The specular returns from the
sides of the cone and flare sections were expected to be at 55° and
64°, respectively, in the monostatic plot, and at 15° and 24° for
bistatic, They are seen blurred together in the 50° - 70° range for
monostatic and in the 10° - 30° range for bistatic. In the near nose-
on region, it is interesting to note that there are significant differ-
ences between the monostatic and bistatic cases. The monostatic
patterns show more-complex scattering in the nose-on region,
probably due to the ring caustics associated with the trailing edge
of the flare end and the junctions between sections. The images
will also help clarify these mechanisms.

To generate the radar images for a target rotated to angle 6,
in the x-z plane, the radar central-angle locations were fixed as
shown in Figure 2. Images were formed by rotating the radar
transmitter and receiver locations through a +10° span about the
central-angle locations, while maintaining a fixed bistatic angle #
between the transmitter and receiver. For simplicity, rotations of
the target or radar systems out of the x-z plane were not consid-
ered. Because the scattered fields for & and ¢ polarization typi-
cally are somewhat similar, the polarization of the incident and
scattered fields in the images was limited to the x-z plane (&
polarization). An 80% bandwidth and a *10° aspect region at
500 MHz center frequency, with 5 MHz and 0.25° step sizes, led
to 0.375/cos{#2) meters down-range and 0.86/cos(#/2) meters
cross-range resolution [2]. The “frequency-scaling” factor, derived
in Section 2, results in down-range and cross-range resolutions that
degrade with the bistatic angle when compared to the same band-
width monostatic image. The corresponding down-range and cross-

range unambiguous intervals were 30/ cos(#2) meters and
68.75/cos( #2) meters, respectively. These parameters were suffi-
cient to allow reasonable images to be constructed.

4. Sample Images

4.1 Receiver-Centric Radar Images

The ogive-shaped geometry of Figure la is considered first.
This target has a low monostatic radar cross section for aspect
angles close to nose-on. Figures 5a and 5b, respectively, show the
monostatic and bistatic images of the ogive for §, =0° from the

IEEE Antennas and Propagation Magazine, Vol. 45, No, 3, June 2003



10 pupme

CROSS RANGE (meters)

-10

-10 6 .2 2 8 10

DOWN RANGE (meters)

Figure 7a. The conventional monostatic image of the ogive tar-
get, 6, =0°. The center frequency was 354 MHz, 80% band-
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Figure 7b. The conventional biétatic image of the ogive targei
(£ =90°), 6 =0°. The center frequency was 50¢ MHz, 80%
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Figure 7¢, The conventional monostatic image of the ogive tar-
get, 8, =45°. The center frequency was 354 MHz, 80% band-
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Figure 7d. The conventional bistatic image of the ogive target
(3 =90°), 8, =45, The center frequency was 500 MHz, 80%
bandwidth.
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point of view of the receiver (receiver-centric). A bistatic angle of
£ =90° was used. As expected, the monostatic image shows rela-
tively weak scattering from the tips of the ogive, whereas the
bistatic image shows a very strong scattering center due to a near-
specular reflection. Clearly, the images are very different, but they
illustrate the importance of considering bistatic scattering mecha-
nisms from the point of view of the receiver when analyzing low-
observable targets. Figures 5c¢ and 5d show the receiver-centric
images for 6, =45°. It should be noted that the color scale is

shifted up by 10 dB in Figures 5¢ and 5d with respect to Figures 5a
and 5b. Again, the monostatic and bistatic images are quite differ-
ent in that the specular-scattering mechanisms dominating the two
images are entirely different. The bistatic image also contains some
higher-order mechanisms that are missing in the monostatic image.

The simple cone-cylinder target with flared end, depicted in
Figure 1b, is considered next, so that several distinet scattering
mechanisms can be observed. The bistatic angle was £ =380°. The
missile target will clearly have monostatic specular-like returns
from the cylinder portion of the object when 6, = 90°, and from
the flat portions of the cone and flared regions when 6, is approxi-
mately 55° and 64°, respectively, as was seen in Figure 4,
Diffraction mechanisms should be expected from the cone tip and
the edges at the cone-cylinder and cylinder-flare junctions and the
flared end. These effects will assist in interpreting image responses
in the following results.

Figure 6 shows the receiver-centric radar images of the mis-
sile target. As with the ogive, the bistatic images are significantly
difterent from the monostatic images. The nose-on (8, =0%)

monostatic case shows strong, symmetric scattering from the ring
caustics formed by the junctions between the cone, cylinder, and
flare sections, while the corresponding bistatic image is clearly
weighted toward the direction of the incident plane wave and does
not show the ring caustics. In the 6, =55° case, the monostatic
image shows strong near-specular scattering from the cone and
flare sections, whereas the bistatic image shows near-specular
scattering from the cylinder section. As mentioned before, the pur-
pose of studying these receiver-centric images is to accentuate the
very different scattering mechanisis observed by monostatic and
bistatic radars in practice.

4.2 Conventional Radar Images

As shown in Section 2, monostatic and bistatic images of a
target should be similar, provided that the monostatic receiver is
located along the angular bisector of the bistatic transmitter and
receiver, and that the freguency band for the monostatic radar is
multiplied by a factor of cos{f#2) (ie, cos{$2)300<f
<cos( F/2)700 MHz). Monostatic scattered-field data for the sam-

ple targets was recalculated in this band to allow image compari-
sons. Conventional radar images for the ogive are shown in Fig-
ure 7. The monostatic and bistatic radar images appear very simi-
lar; however, some of the scattering mechanisms contributing to
the radar images are different. For example, in the 6, =0°
monostatic case, the trailing-edge scattering center is displaced
from the body because it is in the shadow of the incident field,
unlike the bistatic case, where the trailing tip is illuminated by the
incident field. The @, =45° bistatic case shows a stronger scatter-
ing mechanism associated with the trailing tip than in the
monostatic image, and it is also displaced slightly from the physi-
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cal boundary. It is interesting to note that the two scattering centers
in Figure 7b are of comparable magnitude, which explains the
strong interference observed in the pattern of Figure 3b in the
nose-on region.

Figure 8 shows the conventional radar images of the missile
target. In the nose-on case (6, = 0°), the first-order scattering from
the tip and the ring junction between the cone and cylinder sections
is very similar in the monostatic and bistatic images, but the scat-
tering from the flare region is quite different. The monostatic radar
sees strong ring caustics associated with the junction between the
cylinder and flare sections, and the trailing edge of the flare. This
explains the behavior of the monostatic scattering pattern of Fig-
ure 4a in the near-nose-on region. These rings are partially shad-
owed in the bistatic image, and so are less distinct. Both the
monostatic and conventional bistatic images also show a second-
order scattering mechanism off the target boundary, due to an edge
interaction across the flared end, but the bistatic image shows sev-
eral additional higher-order scattering mechanisms clustered
around the flare section. (Higher-order scattering mechanisms are
evidenced by scattering centers lying off the target’s surface.) The
6, =55° case shows very similar near-specular scattering from the
cone and flare sections. It is interesting to note that the bistatic
image shows a scattering center on the rightmost edge of the flare
end that is absent from the monostatic image. This is likely
because the rightmost edge is shadowed from the incident field in
the monostatic case.

5. Conclusions

The discussions of this paper have reviewed and illustrated
some of the basic features of bistatic radar images. Bistatic images
generally produce direct-scattering mechanisms (such as specular-
like or single diffraction) similar to those of monostatic images
when compared in the conventional image sense, but significant
differences can be observed in higher-order scattering effects.
Capturing these differences requires accurate scattering models, to
insure that no mechanisms are neglected. The fact that bistatic
images formed from the point of view of the receiver are similar to
monostatic images at a different central observation -angle is
important in practice for understanding and interpreting the imag-
ing performance of bistatic systems.
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