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ABSTRACT

New Orthogonal Space-Time Block Codes with Full Diversity. (December 2002)
Lori Anne Dalton, B.S., Texas A&M University
Chair of Advisory Committee: Dr. Costas N. Georghiades

It has been shown from the Hurwitz-Radon theorem that square complex orthogonal space-time code designs cannot achieve full diversity and full rate simultaneously, except in the two transmit antenna case. However, this result does not consider nonlinear codes, or codes that only exist for specific symbol constellation sets. In this work, we present complex full rate codes for four transmit antennas. Using carefully tailored constellation phase rotations, we show these codes can achieve full diversity for specialized PSK and PAM symbol constellations. In addition, one code presented with PAM based symbols is a linear complex orthogonal design. Thus, we demonstrate by example that full rate, full diversity, square complex orthogonal codes for four transmit antennas exist when symbol constellations are restricted to a subset of the complex plane. This new code does not violate the Hurwitz-Radon theorem, which only considers codes that work for all possible symbol constellations.
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CHAPTER I

INTRODUCTION

We first describe the wireless problem in Section A and present an introduction to space-time coding in Section B. In Section C, benefits of space-time coding are covered, followed by a discussion on orthogonal code design in Section D. In the latter section, we define two classes of “non-linear” orthogonal codes. Finally, a review of literature relevant to space-time block code design is presented in Section E.

A. Introduction to the Wireless Problem

Due to an explosion of demand for high-speed wireless services, such as wireless Internet, email, stock quotes, and cellular video conferencing, wireless communications has become one of the most exciting fields in modern engineering. However, development of such products and services poses a serious challenge: how can we support the exceedingly high data rates and capacity required for these applications with the severely restricted resources offered in a wireless channel?

The obstacles associated with wireless environments are difficult to overcome. Interference from other users and inter-symbol interference (ISI) from multiple paths of one’s own signal are serious forms of distortion [1], the latter effectively causing frequency-selective channel properties. Furthermore, when transmit and receive antennas are in relative motion, the Doppler effect will spread the frequency spectrum of received signals [2]. This results in time varying channel characteristics. Many systems must function without a line-of-sight (LOS) path between transmit and receive antennas, thus pure Rayleigh fading may completely attenuate a signal at times and
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render a channel temporarily useless. Additionally, the usual additive white Gaussian noise (AWGN) corrupts the signal.

Besides the above difficulties, there are extremely limited bandwidth and stringent power limitations on both the mobile unit (for battery conservation) and the base station (to satisfy government safety regulations). To conserve bandwidth resources, we maximize spectral efficiency by packing as much information as possible into a given bandwidth. A solution to the bandwidth and power problem is the cellular concept, in which frequency bands are allocated to small, low power cells and reused at cells far away. However, this idea alone is not enough. We must look to other means, such as space-time coding, to increase data rate, capacity, and spectral efficiency.

B. Introduction to Space-Time Coding

A typical communication system consists of a transmitter, a channel, and a receiver. Space-time coding involves use of multiple transmit and receive antennas, as illustrated in Fig. 1. Bits entering the space-time encoder serially are distributed to parallel sub-streams. Within each sub-stream, bits are mapped to signal waveforms, which are then emitted from the antenna corresponding to that sub-stream. The scheme used to map bits to signals is the called a space-time code. Signals transmitted simultaneously over each antenna interfere with each other as they propagate through the wireless channel. Meanwhile, the fading channel also distorts the signal waveforms. At the receiver, the distorted and superimposed waveforms detected by each receive antenna are used to estimate the original data bits.
Fig. 1. A typical communication system utilizing space-time coding.

1. Notation

The following notation is used throughout this thesis.

- $j = \sqrt{-1}$.
- $x^*$ is the complex conjugate of $x$.
- $\Re(x)$ is the real part of $x$.
- $\angle x$ is the phase of $x$.
- $E[X]$ is the expected value of random variable $X$.
- $X^T$ is the transpose of matrix $X$.
- $X^H$ is the conjugate transpose of matrix $X$.
- $I_n$ is the $n \times n$ identity matrix.
- $0_n$ is the $n \times n$ zero matrix.
2. Channel Model

In a space-time system, define $N_t$ to be the number transmit antennas and $N_r$ the number of receive antennas. Furthermore, assume we use a block coded system in which $L2^M$ bits enter the encoder every block epoch. These bits are mapped to $L$ symbols, each with an $M$-ary sized constellation, and transmitted over a block of $T$ time intervals. We say this is an $(N_t, N_r)$ block coded system with rate $R = L/T$. A mathematical model for any space-time block coded system is given by

$$R = S \cdot H + N,$$  \hfill (1.1)

where

- $R$ is a $T \times N_r$ matrix representing the received data.
- $S$ is a $T \times N_t$ matrix representing the transmitted symbols.
- $H$ is an $N_t \times N_r$ matrix representing quasi-static flat Gaussian fading.
- $N$ is a $T \times N_r$ matrix representing AWGN.

In the channel model (1.1), we only consider fading and AWGN distortion. Elements of the AWGN matrix, $N$, are modeled as independent circularly symmetric (i.e., real and imaginary parts are independent) complex Gaussian random variables with zero mean, and a variance that defines the system signal-to-noise ratio (SNR).

The fading matrix, $H$, is modeled in the same statistical manner as AWGN with normalized unit variance [1], [2]. A quasi-static channel remains constant over the duration of a code block, but changes independently from one block to another. Flat fading implies a constant power spectral density (PSD) over the frequency band used by the transmitted symbols [2]. We assume all antennas in the system are placed sufficiently far apart for independent fading over each channel.
3. The Code Matrix

Elements of code matrix $S$ are typically complex baseband symbols from a PSK or QAM constellation. A given column of $S$ represents the stream of data sent by a specific transmit antenna, while a given row represents the information sent in a single time interval. This structure in the code matrix gives the name, “space-time coding.” The average energy transmitted in each space-time code block satisfies $E \left[ \text{trace} \left( SS^H \right) \right] = TN_t E$, where $E$ is the average complex baseband symbol energy.

C. Benefits of Space-Time Coding

1. Improved Performance with Diversity

Space-time coding can improve performance through an effect known as diversity. Diversity is a measure of the average number of channels fully utilized by each piece of information transmitted. The maximum diversity available to a space-time system is $N_t N_r$, which is the total number of channels between the transmitter and receiver.

When adding new antennas to a system, the receiver can use the extra channels to improve the probability of correctly identifying the true transmitted signal. We may view the new channels as redundancy, or backup in case other channels fail. For example, suppose we have one transmit and two receive antennas, and that one of the channels goes into a deep fade and is basically unusable. In this case, the other channel may still be able to recover the data. While both channels might fail simultaneously, this is highly unlikely compared to the event of a single channel failure. This is demonstrated by the following property of independent events.

\[
\Pr \left( \text{“channel 1 fails” and “channel 2 fails”} \right) = \Pr \left( \text{“channel 1 fails”} \right) \Pr \left( \text{“channel 2 fails”} \right).
\]
In this way, space-time coding offers the possibility of lower error probability.

Diversity in a fading channel can be directly determined from error probability. Specifically, the diversity of a system is given by the error probability behavior as $\text{SNR} \to \infty$, i.e.,

$$\Pr(\text{error}) = K \rho^{-D},$$

where $D$ is the diversity order, $\rho$ is the SNR, and $K$ is a coding gain constant. Thus, performance plots on a log scale with SNR in dB approach a linear asymptote with slope $-D$.

In [4], the rank criterion was developed to determine the diversity order achieved by space-time codes. Essentially, it states $D = NN_r$, where $N$ is the minimum rank of the difference between any two distinct code matrices, $\mathbf{S} - \tilde{\mathbf{S}}$. For a full diversity code, $N = N_t$. A necessary, but insufficient, condition for full diversity is that each symbol must be transmitted over every antenna. Another performance criterion is the determinant criterion, which addresses coding gain. For full diversity schemes, it simply maximizes the minimum determinant of $\mathbf{S} - \tilde{\mathbf{S}}$.

For square code matrices, one measure of the quality of a space-time code is the diversity product [5], given by

$$\zeta_v = \frac{1}{2} \min_{\mathbf{S}, \tilde{\mathbf{S}} \in V} \left| \det (\mathbf{S} - \tilde{\mathbf{S}}) \right|^{\frac{1}{N_t}},$$

(1.2)

where $V$ is the set of all data matrices $\mathbf{S}$. We observe $\zeta_v$ is a measure of minimum distance. Some properties of the diversity product are listed below.

- $0 \leq \zeta_v \leq \sqrt{N_tE}$.

- Any constellation with $\zeta_v > 0$ achieves full diversity (from the rank criterion).

- Larger $\zeta_v$ typically indicates a better code (from the determinant criterion).
2. Higher Data Rate, Capacity, and Spectral Efficiency

In general, the data rate of a space-time block code is defined to be the average number of symbols sent per time epoch, or simply $R = L/T$. A space-time code is full rate if $L = T$. The spectral efficiency of a modulation scheme is given by

$$\eta = \frac{\text{Data Rate}}{\text{Bandwidth}}.$$ 

We define the spectral efficiency of a space-time code using a two-dimensional constellation with $M$ points to be $\eta = R \log_2 M \text{ bits/sec/Hz.}$

Improved performance from diversity may be used to attain higher data rates by increasing the symbol constellation size. Since $M$-PSK and $M$-QAM modulations are bandwidth efficient signaling schemes (they use a fixed amount of bandwidth for any $M$), space-time coding enables us to achieve higher levels of spectral efficiency at a fixed bandwidth and error rate.

It has been shown in [6] and [7] that space-time codes can achieve phenomenal capacity compared to traditional single transmit and receive antenna systems. In general, the capacity of a multi-input multi-output (MIMO) channel with Gaussian fading is

$$C = E(H) \left[ \log \det \left( I_{N_r} + \frac{\rho}{N_t} H^H H \right) \right]$$

$$= E(H) \left[ \log \det \left( I_{N_t} + \frac{\rho}{N_t} H H^H \right) \right],$$

where $\rho$ is the SNR. A plot of capacity is illustrated in Fig. 2 for various systems with $N_r = N_t$ receive antennas. Notice as the number of antennas is increased that capacity increases significantly. BLAST [8] is a space-time coding technique designed to achieve capacity and maximize data rate.
Fig. 2. Capacity of various \((N_t, N_r = N_t)\) systems.
3. Simpler Handheld Design

We can achieve the same diversity effects with multiple antennas at the transmitter as with multiple antennas at the receiver. Thus, transmit diversity is appealing in systems with multiple information recipients, such as broadcast and cellular schemes. This is because we can increase diversity in all subscriber units by adding just one antenna to the base station, instead of a new antenna to each individual receiving unit, thus reducing the cost and complexity of each handheld device.

D. Orthogonal Code Matrix Design

Currently, there is interest in designing codes for 4 or more transmit antennas. Most space-time block codes in the literature are motivated by one or more of the following desirable properties: full diversity, full rate, simple maximum-likelihood (ML) detection, and minimum delay (i.e., a square code matrix).

Orthogonal codes are most remarkable for having simple ML receivers that decouple the symbols. In [3], several classes of full diversity orthogonal designs were defined. All of these codes (listed below) require $S^H S = D_{N_t}$, where $D_{N_t}$ is a diagonal matrix whose diagonal elements are real linear combinations of the symbol energies, $|s_i|^2$, $i = 1, \ldots, L$.

\begin{itemize}
  \item Real orthogonal designs: an $N_t \times N_t$ matrix with real entries $\pm s_i$, $i = 1, \ldots, N_t$.
  \item Complex orthogonal designs: an $N_t \times N_t$ matrix with complex entries $\pm s_i$, $\pm s_i^*$, $\pm js_i$, and $\pm js_i^*$, $i = 1, \ldots, N_t$.
\end{itemize}

\(^1\)This condition essentially requires the symbol streams transmitted by each antenna to be orthogonal to each other. Note for real designs $S^H S = S^T S$.

\(^2\)An orthogonal code has full diversity if these linear combination coefficients are strictly positive.
• Real linear processing orthogonal designs: an $N_t \times N_t$ matrix with real linear combinations of $s_i$, $i = 1, \ldots, N_t$, as entries.

• Complex linear processing orthogonal designs: an $N_t \times N_t$ matrix with complex linear combinations of $s_i$ and $s_i^*$, $i = 1, \ldots, N_t$, as entries.

• Generalized real orthogonal designs: a $T \times N_t$ matrix with entries 0 or $\pm s_i$, $i = 1, \ldots, L$.

• Generalized complex orthogonal designs: a $T \times N_t$ matrix with entries 0, $\pm s_i$, $\pm s_i^*$, and $\pm js_i$, and $\pm js_i^*$, $i = 1, \ldots, L$.

It was shown in [3] that full diversity orthogonal designs exist if and only if a code exists such that:

$$S^H S = \frac{T}{L} (|s_1|^2 + |s_2|^2 + \cdots + |s_L|^2) I_{N_t}. \quad (1.5)$$

For an orthogonal code satisfying (1.5) with equal energy symbols, $S$ is a scaled unitary matrix, i.e., $S^H S = T E I_{N_t}$. For a square code matrix ($T = N_t$), the criterion $S^H S = T E I_{N_t}$ is equivalent to $SS^H = T E I_T$. However, for $T > N_t$, the ranks of $S^H S$ and $SS^H$ should be the same, and thus $SS^H = T E I_T$ does not hold. For $T < N_t$, $S^H S = T E I_{N_t}$ is not possible.

Consider code matrices containing only linear combinations of the data symbols. We may set the $i$th column of $S$ to $B_i X^T$, where $X$ is a row vector of the $L = T$ real symbols transmitted in a block, and the $B_i$ are arbitrary $L \times L$ real matrices. To construct generalized ($T \geq N_t$) full rate, full diversity real orthogonal designs, $B_i$ must satisfy,

$$B_i B_i^T = B_i^T B_i = I_L, \quad 1 \leq i \leq N_t, \quad (1.6)$$

$$B_i^T B_j = -B_j^T B_i, \quad 1 \leq i, j \leq N_t. \quad (1.7)$$
Let \( \mathbf{A}_j = \mathbf{B}_1^T \mathbf{B}_j \), for \( j = 1, \ldots, N_t \) (note \( \mathbf{A}_1 = \mathbf{I}_{N_t} \)). Then the criteria (1.6) and (1.7) become:

\[
\mathbf{A}_i^T \mathbf{A}_i = \mathbf{I}_L, \quad 2 \leq i \leq N_t, \quad (1.8)
\]

\[
\mathbf{A}_i^T = -\mathbf{A}_i, \quad 2 \leq i \leq N_t, \quad (1.9)
\]

\[
\mathbf{A}_i \mathbf{A}_j = -\mathbf{A}_j \mathbf{A}_i, \quad 2 \leq i, j \leq N_t. \quad (1.10)
\]

These conditions define a size \( N_t - 1 \) family of \( L \times L \) Hurwitz-Radon matrices. It was shown in [3] that a size \( k \) Hurwitz-Radon family of \( n \times n \) matrices is limited in size by \( k \leq n - 1 \), and that equality is only possible for \( n = 2, 4, \) or 8. Applying this mathematical result to orthogonal designs, we discover that real full rate and full diversity square orthogonal designs \( (N_t = L = T) \) only exist for \( N_t = 2, 4, \) or 8.

Define \( A(R, N_t) \) to be the minimum \( T \) such that a \( T \times N_t \) real orthogonal matrix exists with at least rate \( R \). For full rate codes \( (R = 1) \), this is equivalent to the minimum \( T \) such that a size \( N_t - 1 \) family of \( T \times T \) Hurwitz-Radon matrices exists. It was shown in [3] that \( A(R, N_t) \) is finite for any \( R \), and for full rate codes,

\[
A(1, N_t) = \min_{0 \leq c, \ 0 \leq d < 4, \ 8c + 2d \geq N_t} 2^{4c+d}.
\]

Delay optimal real orthogonal codes (codes that achieve minimum \( T \)) with full rate and full diversity are not square codes unless \( N_t = 2, 4, \) or 8, but they do exist for all \( N_t \). For example, we can construct codes for \( N_t = 7 \) by deleting any column of an \( N_t = 8 \) code.

For complex designs, a similar analysis shows that full rate and full diversity square orthogonal codes only exist for 2 transmit antennas. Given a complex orthogonal design of size \( N_t \), Replace each symbol \( s_i = s_{i,r} + s_{i,q}j \) in the code matrix with
a $2 \times 2$ matrix,
\[
\begin{bmatrix}
  s_{i,r} & s_{i,q} \\
  -s_{i,q} & s_{i,r}
\end{bmatrix}.
\]

The new code matrix formed is a real orthogonal design of size $2N_t$. Define $A_c(R, N_t)$ to be the minimum $T$ such that a $T \times N_t$ complex orthogonal code matrix exists with at least rate $R$. For any $R \leq 0.5$, $A_c(R, N_t)$ is finite. In general for all $R$,
\[
A_c(R, N_t) \geq \frac{1}{2} A(R, 2N_t).
\]

Delay optimal complex orthogonal codes with full rate and full diversity are not square codes unless $N_t = 2$, but they might exist for $N_t > 2$. Rate 1/2 codes are known to exist for all $N_t$, and only sporadic codes for $R = 3/4$ are known for $N_t = 3$ and $N_t = 4$.

Notice both real and complex orthogonal designs only consider linear codes designed to work for all possible symbol constellations. At this point, we define two classes of complex “non-linear” orthogonal codes:

- **Class I designs**: a $T \times N_t$ matrix with linear or non-linear functions of $s_i$ and $s_i^*$, $i = 1, \ldots, L$, as entries. The matrix must satisfy $SHS = D_{N_t}$, where $D_{N_t}$ is a diagonal matrix whose diagonal elements are linear combinations of the symbol energies.

- **Class II designs**: a $T \times N_t$ matrix with linear combinations of $s_i$ and $s_i^*$, $i = 1, \ldots, L$, as entries. The matrix must satisfy $S^H S = D_{N_t}$, where $D_{N_t}$ is a diagonal matrix whose diagonal entries are linear or non-linear functions of the symbol energies.

These definitions do not guarantee full diversity or linear processing at the receiver, but allow more flexibility in designing codes. Note orthogonal codes are a special case
of non-linear orthogonal codes.

E. Literature Review

Delay diversity [9], [10] and other related schemes [11], [12] were among the first techniques presented to exploit transmit diversity. Delay diversity can be viewed as a special case of space-time trellis coding (STTC), later developed by Tarokh et.al. [4]. The generalized approach combines trellis coded modulation (TCM) with transmit diversity techniques, and though decoding complexity for these codes grows exponentially with the number of antennas, they perform very well in slowly fading environments. The rank and determinant criteria emerged from this work and became a benchmark in space-time code design. A more structured method of STTC construction ensuring full diversity was later presented in [13].

The Alamouti code [14], remarkable for having an elegant and simple linear receiver, became a paradigm in space-time block coding (STBC). Alamouti’s idea for two transmit antennas was generalized by orthogonal designs [3], [15], which have full diversity and linear maximum likelihood (ML) detectors that decouple the transmitted symbols. Unfortunately, the Hurwitz-Radon theorem showed that square complex linear processing orthogonal designs cannot achieve full diversity and full rate simultaneously, except in the two transmit antenna case [3], [16] (a formula for the maximum achievable data rate for square code matrices was given in [17]). For 3 or 4 transmit antennas, several orthogonal codes have been discovered with full diversity and a rate of 3/4 [3], [15]–[18]. As shown in [19], though, it is possible to design orthogonal, full rate and full diversity complex codes for more than two transmit antennas for specific signal constellations.

Similarly to orthogonal codes, unitary space-time modulation [20] and differential
unitary modulation [5] use a set of unitary code matrices to represent data. In
general, the optimal receiver for a unitary modulation code is more complex than for
an orthogonal design because the code matrix is not structured by symbols that can
be decoupled for detection. These codes are typically non-square and designed for
systems where channel state information (CSI) is unknown at the receiver.

The ABBA code presented in [21] and similar codes [22]–[24] have full rate,
but are quasi-orthogonal\(^3\) and offer a diversity order of only 2. The STTD-OTD
code [25] provides some diversity gain by grouping symbols into Alamouti blocks and
transforming them using a Walsh-Hadamard matrix. For the 4 transmit antenna
case, this orthogonal code has full rate and diversity order 2. Recently, an orthogonal
full diversity, full rate STBC for 4 transmit antennas was presented in [30]. However
perfect knowledge of the channel at the transmitter and receiver is required to cancel
inter-symbol-interference (ISI) and ensure orthogonality.

It has been shown that full diversity and full rate can be achieved with gen-
eralized algebraic space-time (GAST) codes, which use rotated constellations with
a Hadamard transform [26]. In addition, these non-orthogonal codes offer a coding
gain over comparable orthogonal codes, especially for large constellations and many
transmit antennas. Another code in the literature utilizes space-time diversity with
unitary constellation rotating precoders [27]–[29]. Constellation rotating codes es-
sentially transmit a linear combination of the phase-rotated symbols through one
antenna at a time, while leaving the other antennas silent. These codes are distinct
for achieving full rate and full diversity, but are not orthogonal.

\(^3\)Define \(Z_i\) to be the \(i^{th}\) column of the code matrix \(S\), \(i = 1, \ldots, N_t\). A code is
quasi-orthogonal if the \(Z_i\) can be divided into at least 2 sets such that the subspace
formed by the span of all vectors within any set is orthogonal to the span of all other
sets [22]. A measure of non-orthogonality was proposed in [21].
A CLASS I NON-LINEAR ORTHOGONAL CODE

In this chapter, we introduce a class I non-linear orthogonal code for 4 transmit antennas. Instead of designing orthogonal block codes based on an assumption of linear receiver processing and full diversity, we only assume the code is rate 1. We then specify the most general form of a square class I non-linear orthogonal code and find convenient special cases with full rate. This design approach does not guarantee full diversity, so additional techniques are needed to improve diversity order.

Two examples of the new design approach are given in Section A and Section B, which result in the Alamouti code [14] and STTD-OTD code [25], respectively. The new code is given in Section C, followed by an analysis of linearity in Section D and diversity in Section E.

A. An Example: The Alamouti Code

Consider designing a square space-time code utilizing two transmit antennas. The most general form of this space-time code is given by

\[ S = \begin{bmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{bmatrix}, \quad (2.1) \]

\(^1\)See Section D of Chapter 1 for a definition of class I codes.
where the $a_{ij}$ are complex symbols. Note $S^H S$ has the following form.

$$S^H S = \begin{bmatrix} a_{11}^* & a_{21}^* \\ a_{12}^* & a_{22}^* \end{bmatrix} \cdot \begin{bmatrix} a_{11} & a_{12} \\ a_{12} & a_{22} \end{bmatrix}$$

$$= \begin{bmatrix} |a_{11}|^2 + |a_{21}|^2 & a_{11}^* a_{12} + a_{21}^* a_{22} \\ a_{12}^* a_{11} + a_{22}^* a_{21} & |a_{12}|^2 + |a_{22}|^2 \end{bmatrix}. \quad (2.2)$$

The code is orthogonal only if $S^H S$ is diagonal, i.e., when $a_{11}^* a_{12} + a_{21}^* a_{22} = 0$. Thus, the most general form of a 2 transmit antenna orthogonal code is given by (2.1) with $a_{22} = -a_{11}^* a_{12}/a_{21}^*$, or

$$S = \begin{bmatrix} a_{11} & a_{12} \\ a_{21} & -a_{21} a_{12} / a_{21}^* \end{bmatrix}. \quad (2.3)$$

Observe that this code matrix is a function of three symbol variables. By setting $a_{21} = -a_{12}^*$, we obtain the well-known Alamouti code [14],

$$S = \begin{bmatrix} a_{11} & a_{12} \\ -a_{12}^* & a_{11}^* \end{bmatrix}.$$ 

B. An Example: STTD-OTD

We are now interested in the general form of a square orthogonal codes for 4 transmit antennas. Following the same procedure in the previous section, it can be shown that any $4 \times 4$ orthogonal matrix has the form

$$S = \begin{bmatrix} a_{11} & a_{12} & a_{13} & a_{14} \\ a_{21} & a_{22} & a_{23} & b_{24} \\ a_{31} & a_{32} & b_{33} & b_{34} \\ a_{41} & b_{42} & b_{43} & b_{44} \end{bmatrix}. \quad (2.4)$$
where

\[
\begin{align*}
\begin{bmatrix} b_{42} \end{bmatrix} &= -(a_{41}^*)^{-1} \begin{bmatrix} a_{11}^* & a_{21}^* & a_{31}^* \\ a_{22} \\ a_{32} \end{bmatrix}, \\
\begin{bmatrix} b_{33} \\ b_{43} \end{bmatrix} &= - \left( \begin{bmatrix} a_{31} & a_{32} \\ a_{41} & a_{42} \end{bmatrix} \right)^H \begin{bmatrix} a_{11}^* + a_{21}^* \\ a_{12}^* + a_{22}^* \end{bmatrix}, \\
\begin{bmatrix} b_{24} \\ b_{34} \end{bmatrix} &= - \left( \begin{bmatrix} a_{21} & a_{22} & a_{23} \\ a_{31} & a_{32} & a_{33} \\ a_{41} & a_{42} & a_{43} \end{bmatrix} \right)^H \begin{bmatrix} a_{11}^* \\ a_{12}^* \\ a_{13}^* \end{bmatrix}. \\
\end{align*}
\]

Symbols $a_{ij}$ completely specify the space-time code. The elements $b_{ij}$ in the lower right triangle portion of the data matrix are viewed as parity check elements, which force orthogonality. Define $a_{11} = s_1$, $a_{12} = s_2$, $a_{13} = s_3$, $a_{14} = s_4$, $a_{21} = -s_2^*$, $a_{22} = s_1^*$, $a_{23} = -s_4^*$, $a_{31} = s_1$, $a_{32} = s_2$, and $a_{41} = -s_2^*$. Then (2.4) simplifies to

\[
S = \begin{bmatrix} s_1 & s_2 & s_3 & s_4 \\ -s_2^* & s_1^* & -s_4^* & s_3^* \\ s_1 & s_2 & -s_3 & -s_4 \\ -s_2^* & s_1^* & s_4^* & -s_3^* \end{bmatrix},
\]

which is the STTD-OTD code [25]. Notice we have created an orthogonal code using this new design approach.
C. The New Code Matrix

In (2.4), define \( a_{11} = s_1, \ a_{12} = s_2, \ a_{13} = s_3, \ a_{14} = s_4, \ a_{21} = -s_2^*, \ a_{22} = s_1^*, \ a_{23} = -s_4^*, \ a_{31} = s_3, \ a_{32} = s_4, \) and \( a_{41} = -s_4^*. \) After simplifying, the code matrix reduces to

\[
S = \begin{bmatrix}
s_1 & s_2 & s_3 & s_4 \\
-s_2^* & s_1^* & -s_4^* & s_3^* \\
s_3 & s_4 & x & y \\
-s_4^* & s_3^* & -y^* & x^*
\end{bmatrix}, \tag{2.6}
\]

where

\[
x = s_1 - ls_3, \\
y = s_2 - ls_4,
\]

\[
l = \frac{\Re(s_1s_3^* + s_2s_4^*)}{E} = \cos (\angle s_1 - \angle s_3) + \cos (\angle s_2 - \angle s_4).
\]

The data matrix (2.6) can be expressed as

\[
S = \begin{bmatrix}
s_1 & s_2 & s_3 & s_4 \\
-s_2^* & s_1^* & -s_4^* & s_3^* \\
s_3 & s_4 & s_1 & s_2 \\
-s_4^* & s_3^* & -s_2^* & s_1^*
\end{bmatrix} - l \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & s_3 & s_4 \\
0 & 0 & -s_4^* & s_3^*
\end{bmatrix}, \tag{2.7}
\]

where \( A \) and \( B \) are Alamouti blocks. Notice the new code resembles the ABBA code [21] with a new parameter \( l \), which ensures orthogonality.
D. Linearity

It is easy to verify that
\[ S^H S = \left( \sum_{i=1}^{4} |s_i|^2 \right) I_4. \] (2.8)

However the optimal receiver for the new code is generally non-linear and cannot decouple symbols because the code matrix itself is non-linear. This property is characteristic of class I non-linear orthogonal codes. However, the new code will be linear for symbol constellations where \( l \) is constant. In particular, if \( l = 0 \),

\[ S = \begin{bmatrix} A & B \\ B & A \end{bmatrix}. \] (2.9)

This is the ABBA code [21], which is not orthogonal in general, but we show it is orthogonal for constellations where \( l = 0 \).

Notice when symbols \( s_1 \) and \( s_2 \) are real and \( s_3 \) and \( s_4 \) are imaginary, \( l = 0 \). Thus, for rotated PAM constellations where symbols \( s_3 \) and \( s_4 \) are rotated by \( \pi/2 \) with respect to \( s_1 \) and \( s_2 \), the new code is linear.

E. Diversity Analysis

If the symbols have the binary constellations,

\[ s_1, s_2 \in \pm 1, \]
\[ s_3, s_4 \in \pm j, \]

the code achieves full diversity. In addition, the code is also full rate and linear \( (l = 0) \). Thus, the new code is a complex square orthogonal code with full rate and diversity for 4 transmit antennas when using this specific rotated BPSK constellation.

Now consider the new code with ordinary QPSK constellations. From perfor-
mance plots, it is clear the new code does not have full diversity. One technique to increase diversity at the expense of data rate is to use a finite state machine (FSM) to avoid symbol combinations which degrade the diversity of the code.

Before designing a FSM, we first study the code matrix to understand why it does not achieve full diversity. The new code with QPSK symbols has

- 256 data matrices.
- \( \binom{256}{2} = 256 \cdot \frac{255}{2} = 32640 \) unique data matrix pairs.
- 384 “failing” matrix pairs (which cause the diversity product to be zero).

The failing matrix pairs are pairs of code matrices \( \mathbf{S} \) and \( \tilde{\mathbf{S}} \) such that \( \det(\mathbf{S} - \tilde{\mathbf{S}}) = 0 \). We discovered all failing matrix pairs contained at least one code matrix from a small set of “bad” matrices that must be avoided to achieve full diversity. Before eliminating all bad matrices with a FSM, constellation phase rotations are used to reduce the number of bad matrices and optimize data rate. By empirically testing some phase rotations, it is quickly clear that the number of failing matrix pairs and bad code matrices can indeed be reduced. Example data is included in Appendix A.

Quite unexpectedly, it was seen that the rotation \( \{\phi_1, \phi_2, \phi_3, \phi_4\} = \{0, 1, 3, 5\} \pi/8 \), where \( \phi_i \) is the counter-clockwise rotation of symbol \( s_i \), has no failing matrix pairs \( (\zeta_v = 0.0058) \). Thus, full diversity is achieved and a FSM is not needed to improve the diversity order of the code. With an exhaustive search of all phase shifts in increments of \( \pi/4096 \), the best phase set found was \( [0, 0, 32, 19] \pi/128 \) \( (\zeta_v = 0.403775) \).

There are two key points about this new code. First, with BPSK based constellations it shows that linear complex square orthogonal codes with full rate and full diversity can exist for specific constellations. Second, we have seen that rotating symbol constellations is a useful tool to improve diversity.
CHAPTER III

A CLASS II NON-LINEAR ORTHOGONAL CODE

In this chapter, we introduce a new class II non-linear orthogonal code.\(^1\) The following heuristic method is used to find the subsequent code. We start with a linear orthogonal space-time code with less than full diversity utilizing the appropriate number of transmit antennas and time intervals per block. To guarantee each symbol is seen through each channel, the transmitted symbols of the code matrix are encoded with linear combinations of “base” data symbols. For a fair comparison of performance, the modification must maintain the same average transmit power. The diversity product (1.2) is used as a test to search for symbol constellations that allow the modified code to achieve full diversity. PAM and PSK based constellations are considered.

The new code is developed in Section A. Analysis of code linearity and diversity are covered in Sections B and C, respectively. In Section D, specific constellations are designed for the code. It is shown that for PAM based constellations, the code is a square, full rate, full diversity complex orthogonal design for 4 transmit antennas. Capacity is discussed in Section E. Finally, in Sections F and G, receivers for when fading is known and when fading is unknown are outlined, respectively. For known fading, the optimal receiver decouples the symbol detection problem into pairs. With PAM based constellations where the code is orthogonal, this receiver simplifies to complete symbol decoupling.

\(^1\)See Section D of Chapter 1 for a definition of class II codes.
A. The New Code Matrix

Our goal is to design a square, full rate, full diversity, 4 transmit antenna space-time block code with $M$-ary constellations. We start with the orthogonal STTD-OTD code [25] defined as,

$$
S = \begin{bmatrix}
    s_1 & s_2 & s_3 & s_4 \\
    -s_2^* & s_1^* & -s_4^* & s_3^* \\
    s_1 & s_2 & -s_3 & -s_4 \\
    -s_2^* & s_1^* & s_4^* & -s_3^*
\end{bmatrix} = \begin{bmatrix}
    A & B \\
    A & -B
\end{bmatrix},
$$

(3.1)

where $A$ and $B$ are Alamouti blocks. This code alone has a diversity order of 2, which is easily seen since each symbol is transmitted through only 2 of the 4 transmit antennas. Since each symbol must be transmitted over every antenna to achieve full diversity, it is clear that a modification of the code matrix is required. We encode the transmitted symbols as follows.

$$
s_1 = \frac{d_1 + d_2}{\sqrt{2}}, \quad (3.2)
$$

$$
s_2 = \frac{d_3 + d_4}{\sqrt{2}}, \quad (3.3)
$$

$$
s_3 = \frac{d_1 - d_2}{\sqrt{2}}, \quad (3.4)
$$

$$
s_4 = \frac{d_3 - d_4}{\sqrt{2}}, \quad (3.5)
$$

where $d_1, d_2, d_3,$ and $d_4$ are complex “base” symbols representing the data and $s_1, s_2, s_3,$ and $s_4$ are complex transmitted symbols. The $\sqrt{2}$ is necessary to normalize
Note the transformation (3.2)–(3.5) can be written as

\[
\begin{bmatrix}
  s_1 \\
  s_2 \\
  s_3 \\
  s_4 \\
\end{bmatrix} = \frac{1}{\sqrt{2}} \begin{bmatrix}
  1 & 1 & 0 & 0 \\
  0 & 0 & 1 & 1 \\
  1 & -1 & 0 & 0 \\
  0 & 0 & 1 & -1 \\
\end{bmatrix} \begin{bmatrix}
  d_1 \\
  d_2 \\
  d_3 \\
  d_4 \\
\end{bmatrix},
\]

or

\[
\begin{bmatrix}
  s_1 \\
  s_3 \\
\end{bmatrix} = \frac{1}{\sqrt{2}} \begin{bmatrix}
  1 & 1 \\
  1 & -1 \\
\end{bmatrix} \begin{bmatrix}
  d_1 \\
  d_2 \\
\end{bmatrix},
\]

\[
\begin{bmatrix}
  s_2 \\
  s_4 \\
\end{bmatrix} = \frac{1}{\sqrt{2}} \begin{bmatrix}
  1 & 1 \\
  1 & -1 \\
\end{bmatrix} \begin{bmatrix}
  d_3 \\
  d_4 \\
\end{bmatrix}.
\]

With this transformation, the new data matrix can be expressed as

\[
S = \frac{1}{\sqrt{2}} \begin{bmatrix}
  d_1 + d_2 & d_3 + d_4 & d_1 - d_2 & d_3 - d_4 \\
  -d_3^* - d_4^* & d_1^* + d_2^* & -d_3^* + d_4^* & d_1^* - d_2^* \\
  d_1 + d_2 & d_3 + d_4 & -d_1 + d_2 & -d_3 + d_4 \\
  -d_3^* - d_4^* & d_1^* + d_2^* & d_3^* - d_4^* & -d_1^* + d_2^* \\
\end{bmatrix}
\]

\[
= \frac{1}{\sqrt{2}} \begin{bmatrix}
  d_1 & d_3 & d_1 & d_3 \\
  -d_3 & d_1 & -d_3 & d_1 \\
  d_1 & d_3 & -d_1 & -d_3 \\
  -d_3 & d_1 & d_3 & -d_1 \\
\end{bmatrix} + \frac{1}{\sqrt{2}} \begin{bmatrix}
  d_2 & d_4 & -d_2 & -d_4 \\
  -d_2^* & d_4^* & d_2^* & d_4^* \\
  d_2 & d_4 & d_2 & d_4 \\
  -d_2^* & d_4^* & -d_2^* & d_4^* \\
\end{bmatrix}
\]

\[
= \frac{1}{\sqrt{2}} \begin{bmatrix}
  C & C \\
  C & -C \\
\end{bmatrix} + \frac{1}{\sqrt{2}} \begin{bmatrix}
  D & -D \\
  D & D \\
\end{bmatrix},
\]

where \(C\) and \(D\) are Alamouti blocks.

\[\text{2We assume the constellations of } d_i, \ i = 1, \ldots, 4, \text{ are centered about the origin of the complex plane and that each constellation point is equally likely, so } E[d_i] = 0. \]

Then the normalization in (3.2)–(3.5) is valid and the average energies of symbols \(d_i\) are the same as the average energies of symbols \(s_i\). For example, \(E[s_1 s_1^*] = \frac{1}{2} E[d_1 d_1^*] + \frac{1}{2} E[d_2 d_2^*] + \frac{1}{2} E[d_1] E[d_2^*] + \frac{1}{2} E[d_2] E[d_1^*] = E[d_i d_i^*] = E.\)
B. Linearity

When using a linear transformation like (3.2)–(3.5) on the symbols of a sub-full diversity orthogonal space-time code, the receiver will become non-linear for most constellations by introducing quadratic terms into $S^H S$. In this case, $S^H S$ for the new code is non-linear as shown below.

$$S^H S = \begin{bmatrix}
|s_1|^2 + |s_2|^2 & 0 & 0 & 0 \\
0 & |s_1|^2 + |s_2|^2 & 0 & 0 \\
0 & 0 & |s_3|^2 + |s_4|^2 & 0 \\
0 & 0 & 0 & |s_3|^2 + |s_4|^2
\end{bmatrix}$$

$$= \begin{bmatrix}
(|d_1 + d_2|^2 + |d_3 + d_4|^2) I_2 & 0_2 \\
0_2 & (|d_1 - d_2|^2 + |d_3 - d_4|^2) I_2
\end{bmatrix}$$

$$= \begin{bmatrix}
(\sum_{i=1}^{4} |d_i|^2 + k) I_2 & 0_2 \\
0_2 & (\sum_{i=1}^{4} |d_i|^2 - k) I_2
\end{bmatrix}$$

$$= \left( \sum_{i=1}^{4} |d_i|^2 \right) I_4 + k \begin{bmatrix} I_2 & 0_2 \\ 0_2 & -I_2 \end{bmatrix}, \quad (3.9)$$

where

$$k = 2 \Re (d_1 d_2^* + d_3 d_4^*). \quad (3.10)$$

The code is orthogonal in the sense that $S^H S$ is diagonal, but the non-linear term $k$ causes the code to appear quasi-orthogonal in terms of receiver complexity. Thus, the new code is a class II non-linear orthogonal code.
C. Diversity Analysis

Note the following property of determinants:

$$\det \begin{bmatrix} A & B \\ C & D \end{bmatrix} = \det(A) \det(D - CA^{-1}B). \quad (3.11)$$

To compute the diversity product (1.2) for the new code, (3.11) is used to evaluate \(\det(S - \tilde{S})\) as shown below.

$$\det(S - \tilde{S}) = \det \left( \begin{bmatrix} A & B \\ A & -B \end{bmatrix} - \begin{bmatrix} \tilde{A} & \tilde{B} \\ \tilde{A} & -\tilde{B} \end{bmatrix} \right)$$

$$= \det(A - \tilde{A}) \det \left( -B + \tilde{B} - (A - \tilde{A}) (A - \tilde{A})^{-1} (B - \tilde{B}) \right)$$

$$= 4 \det(A - \tilde{A}) \det(B - \tilde{B}), \quad (3.12)$$

where \(S\) and \(\tilde{S}\) are matrices of the form (3.1) and \(A, \tilde{A}, B,\) and \(\tilde{B}\) are Alamouti blocks defined accordingly. Furthermore, notice

$$\det(A - \tilde{A}) = \det \left( \begin{bmatrix} s_1 & s_2 \\ -s_2^* & s_1^* \end{bmatrix} - \begin{bmatrix} \tilde{s}_1 & \tilde{s}_2 \\ -\tilde{s}_2^* & \tilde{s}_1^* \end{bmatrix} \right)$$

$$= |s_1 - \tilde{s}_1|^2 + |s_2 - \tilde{s}_2|^2$$

$$= \frac{1}{2} \left[ |d_1 + d_2 - \tilde{d}_1 - \tilde{d}_2|^2 + |d_3 + d_4 - \tilde{d}_3 - \tilde{d}_4|^2 \right], \quad (3.13)$$

where \(s_1\) and \(s_2\) are symbols in Alamouti block \(A\) and definitions for base symbols \(d_1\) through \(d_4\) follow from (3.2)–(3.5). For full diversity we require \(\det(A - \tilde{A}) \neq 0\) whenever any symbol in \(S\) differs from the corresponding symbol in \(\tilde{S}\). Thus,

$$d_1 - \tilde{d}_1 + d_2 - \tilde{d}_2 \neq 0, \quad (3.14)$$

$$d_3 - \tilde{d}_3 + d_4 - \tilde{d}_4 \neq 0, \quad (3.15)$$
where (3.14) must hold when \( d_1 \neq \tilde{d}_1 \) or \( d_2 \neq \tilde{d}_2 \), and (3.15) must hold when \( d_3 \neq \tilde{d}_3 \) or \( d_4 \neq \tilde{d}_4 \). A similar result follows from \( \det \left( \mathbf{B} - \tilde{\mathbf{B}} \right) \).

To design constellations for the new code, first consider (3.14). Note \( d_i - \tilde{d}_i \) has a finite number of possible values because \( d_i \) is drawn from a finite size constellation. As long as the constellation for \(-d_2 + \tilde{d}_2\) does not contain points that overlap with the unrotated \( d_1 - \tilde{d}_1 \) constellation (except at the origin where \( d_i = \tilde{d}_i \)), equation (3.14) holds. Using similar reasoning, we use (3.15) to design constellations for \( d_3 \) and \( d_4 \).

Consider constellations that satisfy (3.14) and (3.15) using symbol phase rotations. For example, suppose each base symbol has identical constellations, except symbols \( d_2 \) and \( d_4 \) are rotated by an angle \( \phi \) with respect to \( d_1 \) and \( d_3 \). Then the constellations for \( d_2 - \tilde{d}_2 \) and \( d_4 - \tilde{d}_4 \) are also rotated by \( \phi \) with respect to \( d_1 - \tilde{d}_1 \) and \( d_3 - \tilde{d}_3 \). Since there are only a discrete number of points in each \( d_i - \tilde{d}_i \) constellation and an infinite range of phase rotations, clearly there are infinitely many phase shifts, \( \phi \), that offer full diversity.

D. Constellation Design

1. PAM Based Constellations

Note from (3.9) that any set of symbol constellations such that \( k = 0 \) results in a linear orthogonal code with full diversity, since the coefficients of the energy terms in \( \mathbf{S}^H \mathbf{S} \) are strictly positive. Similarly to the class I non-linear code in the previous chapter, by restricting base symbols \( d_1 \) and \( d_3 \) to be real and \( d_2 \) and \( d_4 \) to be imaginary, \( k = 0 \) and \( \mathbf{S}^H \mathbf{S} = (|d_1|^2 + |d_2|^2 + |d_3|^2 + |d_4|^2) \mathbf{I}_4 \). Thus, when the base symbols are drawn from PAM constellations as shown in Fig. 3(a), where symbols \( d_2 \) and \( d_4 \) are rotated by \( \pi/2 \) with respect to real symbols \( d_1 \) and \( d_3 \), the code is a square complex orthogonal design with full diversity. In this case, each transmitted symbol,
Fig. 3. (a) Constellations for PAM base symbols; (b) Resulting QAM transmit constellation.

$s_i, i = 1, \ldots, 4,$ is drawn from a QAM constellation as shown in Fig. 3(b). In the illustration, constellation points are grouped by color. All points of a single color represent the constellation of $d_2$ (or $d_4$, depending on which $s_i$ we consider). Each group is centered on a constellation point in $d_1$ (or $d_3$).

2. PSK Based Constellations

Consider uniform $M$-PSK base constellations with $d_2$ and $d_4$ rotated by $\pi/M$ with respect to $d_1$ and $d_3$. In this case, (3.14) and (3.15) are satisfied and the code will
achieve full diversity. QPSK base symbol constellations with $d_2$ and $d_4$ rotated by $\pi/4$ with respect to $d_1$ and $d_3$ are shown in Fig. 4(a). Each transmitted symbol, $s_i$, has 16 possible values depending on the QPSK base symbols, $d_i$, as depicted in Fig. 4(b). In the illustration, 4 groups of 4 constellation points are shown with each group having a different shade of gray. These groups represent the constellation of $d_2$ (or $d_4$). The center of each group represents the constellation of $d_1$ (or $d_3$). Notice the phase rotation $\pi/4$ maximizes minimum transmitted symbol distance.

One fear in using constellation rotations in practice is a high sensitivity to phase error. However, this code is relatively robust in the sense that the diversity product is not vulnerable to a small phase shift error between even ($d_2$ and $d_4$) and odd ($d_1$ and $d_3$) base symbol constellations. This is illustrated in Fig. 5 with a plot of the diversity product for QPSK symbols. The diversity product is near its maximum value for a wide range of phases centered about $\pi/4$, and is only zero when no phase shift is used.

E. Capacity

Ignoring the restriction in symbol constellations, we compute the capacity of a MIMO channel using the new code in (3.8). To compute capacity for one receive antenna, note equation (1.1) can be converted to the following form,

$$\tilde{R} = \tilde{X} \cdot \tilde{H} + \tilde{N},$$

(3.16)
Fig. 4. (a) Constellations for QPSK base symbols; (b) Resulting transmit constellation.
Fig. 5. Diversity product of the class II non-linear code with QPSK base symbols; $d_2$ and $d_4$ are rotated by $\phi$ with respect to $d_1$ and $d_3$. 
where

\[ \tilde{\mathbf{R}} = \begin{bmatrix} r_1 & r_2^* & r_3 & r_4^* \end{bmatrix}, \]
\[ \tilde{\mathbf{N}} = \begin{bmatrix} n_1 & n_2^* & n_3 & n_4^* \end{bmatrix}, \]
\[ \mathbf{X} = \begin{bmatrix} d_1 & d_2 & d_3 & d_4 \end{bmatrix}, \]

\[ \tilde{\mathbf{H}} = \frac{1}{\sqrt{2}} \begin{bmatrix} h_1 + h_3 & h_2^* + h_4^* & h_1 - h_3 & h_2^* - h_4^* \\ h_1 - h_3 & h_2^* - h_4^* & h_1 + h_3 & h_2^* + h_4^* \\ h_2 + h_4 & -h_1^* - h_3^* & h_2 - h_4 & -h_1^* + h_3^* \\ h_2 - h_4 & -h_1^* + h_3^* & h_2 + h_4 & -h_1^* - h_3^* \end{bmatrix}, \quad (3.17) \]

and \( r_i \) represents the received statistic at time \( i \), \( n_i \) is the AWGN in \( r_i \), \( h_j \) represents the channel fading between antenna \( j \) and the receive antenna, and \( d_i \) are the base symbols of the code. In this form, it is clear that the capacity of the new code is identical to a MIMO channel whose fading matrix is given by \( \tilde{\mathbf{H}} \).

Plots of code capacity and optimal capacity for a MIMO channel (1.3) are shown in Fig. 6 for one receive antenna. The expectations were computed using Monte-Carlo simulations. Note that capacity of the new code is identical to STTD-OTD and lies about 2 dB from MIMO capacity.

F. Receivers for Known Fading

1. Optimal Receivers

When fading is known, the optimal receiver decision rule for a space-time block code is given by

\[ \max_S \Re \left[ \text{trace} \left( 2 \mathbf{R}^H \mathbf{S} \mathbf{H} \mathbf{S}^H \mathbf{H} \mathbf{S}^H \right) \right]. \quad (3.18) \]
Fig. 6. Capacity of the class II non-linear orthogonal code.
With one receive antenna, the decision further simplifies to

$$\max_{\mathbf{s}} 2\Re (\mathbf{R}^H \mathbf{S}) - \mathbf{H}^H \mathbf{S}^H \mathbf{SH}. \quad (3.19)$$

For simplicity, assume $N_r = 1$. In general, the decision rule for the new code with complex base symbols (e.g., PSK or QAM) follows from (3.19). After simplifying, the decision rule in terms of $s_i$ is

$$\max_{s_1, s_3} \Re (y_1^* s_1 + y_3^* s_3) - \tilde{F}_1 |s_1|^2 - \tilde{F}_3 |s_3|^2, \quad (3.20)$$

$$\max_{s_2, s_4} \Re (y_2^* s_2 + y_4^* s_4) - \tilde{F}_2 |s_2|^2 - \tilde{F}_4 |s_4|^2, \quad (3.21)$$

where the received statistic at time $i$ is denoted $r_i$, the fading over channel $j$ is $h_j$, and

$$y_1 = x_1^* h_1^* + x_2^* h_2,$$
$$y_2 = x_1^* h_2^* - x_2^* h_1,$$
$$y_3 = x_3^* h_3^* + x_4^* h_4,$$
$$y_4 = x_3^* h_4^* - x_4^* h_3,$$

$$x_1 = r_1 + r_3,$$
$$x_2 = r_2 + r_4,$$
$$x_3 = r_1 - r_3,$$
$$x_4 = r_2 - r_4,$$

$$\tilde{F}_1 = \tilde{F}_2 = |h_1|^2 + |h_2|^2,$$
$$\tilde{F}_3 = \tilde{F}_4 = |h_3|^2 + |h_4|^2.$$

We cannot decouple $s_1$ and $s_3$ from $s_2$ and $s_4$ because of their dependence on $d_i$. In
terms of $d_i$, the optimal receiver is,

$$\max_{d_1, d_2} \Re (\tilde{r}_1^* d_1 + \tilde{r}_2^* d_2 - 2z d_1 d_2^*) - \tilde{E} |d_1|^2 - \tilde{E} |d_2|^2 ,$$  

(3.22)

$$\max_{d_3, d_4} \Re (\tilde{r}_3^* d_3 + \tilde{r}_4^* d_4 - 2z d_3 d_4^*) - \tilde{E} |d_3|^2 - \tilde{E} |d_4|^2 ,$$  

(3.23)

where

$$\tilde{r}_1 = y_1 + y_3,$$

$$\tilde{r}_2 = y_1 - y_3,$$

$$\tilde{r}_3 = y_2 + y_4,$$

$$\tilde{r}_4 = y_2 - y_4,$$

$$z = \frac{1}{\sqrt{2}} (|h_1|^2 + |h_2|^2 - |h_3|^2 - |h_4|^2),$$

$$\tilde{E} = \frac{1}{\sqrt{2}} \sum_{j=1}^{N_t} |h_j|^2 .$$

This verifies that the receiver for the new code is generally not linear because $S^H S$ is non-linear. However, the optimal receiver can at least decouple the base symbols into pairs. This results in significantly reduced receiver complexity.

a. Using PAM Base Constellations

For an orthogonal code with symbols $d_i$ and $S^H S = \sum_{i=1}^{T} |d_i|^2 I_{N_t}$, the optimal receiver is linear (with an energy term) and decouples the data symbols. i.e.,

$$\hat{d}_i = \arg \max_{d_i} \Re (d_i \tilde{r}_i^*) - \tilde{E}_i |d_i|^2 , \quad i = 1, \ldots, 4 ,$$  

(3.24)

where $\tilde{r}_i$ is a complex constant and $\tilde{E}_i$ is a real constant.

The detector for our new code using the modified PAM base symbols reduces to the form (3.24) with $\tilde{r}_i$ defined above and $\tilde{E}_i = \tilde{E} \forall i$. This simplification results
because the non-linear terms in (3.22) and (3.23) disappear.

b. Using PSK Base Constellations

For any PSK symbols, the optimal receiver in (3.22) and (3.23) can be simplified. Since each symbol has equal energy, we have

\[
\max_{d_1,d_2} \Re (\tilde{r}_1^* d_1 + \tilde{r}_2^* d_2 - 2z d_1^* d_2),
\]

(3.25)

\[
\max_{d_3,d_4} \Re (\tilde{r}_3^* d_3 + \tilde{r}_4^* d_4 - 2z d_3^* d_4).
\]

(3.26)

2. Sub-Optimal Receivers

A sub-optimal receiver can be derived from (3.20) and (3.21) by decoupling symbols \(s_i\), which results in the detection rule (3.24) with \(\tilde{r}_i = y_i\) and \(\tilde{E}_i = \tilde{F}_i\). We compute a soft estimate of \(s_i\) using

\[
\hat{s}_i = \frac{y_i}{2F_i}.
\]

(3.27)

From equations (3.2)–(3.5), sub-optimal estimates of base symbols \(d_i\) are generated by choosing symbols in the constellations of \(d_i\) closest to the following statistics.

\[
\hat{d}_1 = \frac{1}{2\sqrt{2}} \left( \frac{y_1}{F_1} + \frac{y_3}{F_3} \right),
\]

(3.28)

\[
\hat{d}_2 = \frac{1}{2\sqrt{2}} \left( \frac{y_1}{F_1} - \frac{y_3}{F_3} \right),
\]

(3.29)

\[
\hat{d}_2 = \frac{1}{2\sqrt{2}} \left( \frac{y_2}{F_2} + \frac{y_4}{F_4} \right),
\]

(3.30)

\[
\hat{d}_2 = \frac{1}{2\sqrt{2}} \left( \frac{y_2}{F_2} - \frac{y_4}{F_4} \right).
\]

(3.31)

Sub-optimal zero-forcing (ZF) and linear minimum mean square error (MMSE) receivers may also be used for simple linear receiver processing. A linear receiver
implements,
\[
\hat{X} = \tilde{R} F,
\]  
where $X$ and $\tilde{R}$ are defined in Section E. A ZF receiver uses
\[
F = \tilde{H}^H \left( \tilde{H} \tilde{H}^H \right)^{-1},
\]  
where $\tilde{H}$ is defined in (3.17). A linear MMSE receiver uses
\[
F = \tilde{H}^H \left( \tilde{H} \tilde{H}^H + \frac{1}{\rho} I_T \right)^{-1}.
\]  
The sub-optimal receiver in (3.28)–(3.31) is equivalent to the linear ZF receiver.

G. Receivers for Unknown Known Fading

The optimal receiver for a space-time block code with unknown fading has the decision rule
\[
\min_s \text{trace} \left( R^H \Gamma^{-1} R \right) + \ln \det \Gamma,
\]  
where
\[
\Gamma = S S^H + \frac{1}{\rho} I_T,
\]  
and $\rho$ is SNR (we assume symbols in $S$ have unit average energy). If we further assume a linear orthogonal code with equal energy symbols, then the term $\det \Gamma$ is not a function of the data. For one receive antenna, the detector reduces to
\[
\max_s R^H S S^H R.
\]

To estimate the channel, we insert pilot symbols into the data frame and assume the channel is constant over the entire frame. The transmitted code matrix has the
form
\[ S = \begin{bmatrix} P \\ D \end{bmatrix}, \]
where \( P \) represents pilot blocks which are known at the receiver, and \( D \) represents data blocks. The received vector has the form
\[ R = \begin{bmatrix} R_p \\ R_d \end{bmatrix}, \]
where \( R_p \) is the received pilot block and \( R_d \) is the received data block. The optimal receiver can be expressed as
\[
\max_D 2\Re \left( R_d^H D P^H R_p \right) - R_d^H D D^H R_d.
\]
Furthermore, suppose \( D \) has the form
\[ D = \begin{bmatrix} D_1 \\ D_2 \\ \vdots \\ D_{B_d} \end{bmatrix}, \]
where \( D_i \) is the \( i \)th transmitted code matrix and \( B_d \) is the number data blocks transmitted in a frame. Also, suppose
\[ R_d = \begin{bmatrix} R_{d,1} \\ R_{d,2} \\ \vdots \\ R_{d,B_d} \end{bmatrix}. \]
Then the optimal receiver has the form

$$\max_{D} \Re \left( R_{d,1}^H \hat{D}_1 \hat{H} + \sum_{i=2}^{B_d} R_{d,i} D_i \left( \hat{H} - \sum_{j=1}^{i-1} D_j^H R_{d,j} \right) \right), \quad (3.35)$$

where $\hat{H} = P^H R_p$. Notice the optimal receiver must jointly detect all code blocks, $D_i$.

A simpler sub-optimal detector is given by

$$\max_{D_i} \Re \left( R_{d,i}^H D_i \hat{H} \right). \quad (3.36)$$

This detector uses the pilot block to estimate the channel with $\hat{H}$ and afterward assumes this is the exact channel. From (3.35) it is clear this is not an optimal scheme because it does not take advantage of the data itself to help estimate the channel. Also notice each code block has been decoupled, and since the code is orthogonal, each symbol can be decoupled, as in (3.24).
CHAPTER IV

PERFORMANCE

Performance of the class I and class II non-linear orthogonal codes are presented in Section A and B, respectively. For a fair comparison of all simulations, the symbol energy, $E$, is normalized by a factor of $\eta/N_t$. Thus, the total energy emitted per bit is the same for all schemes regardless of the number of transmit antennas. Recall that the channel is modeled with quasi-static fading, in which fading is constant within a space-time code block and changes independently between blocks.

Most of the following simulation plots compare the new code performance against ML performance of Papadias’ code [23], the ABBA code [21], the rate $1/2$ STTD orthogonal design [3], the constellation rotating code [27, 28], and STTD-OTD [25] defined in (3.1). Unless otherwise stated, receivers have perfect knowledge of the channel. Also, most simulations transmit 2 bits/sec/Hz with QPSK for rate 1 codes, and 16QAM for the rate $1/2$ STTD code [3]. Performance of maximal ratio combining (MRC) is also presented with SNR normalized by a factor of 6 dB ($N_t = 4$). This curve represents a performance goal analogous to MRC compared with the Alamouti code in the two transmit antenna case.
Fig. 7. ML performance of the class I non-linear code with QPSK base symbols and no phase shifts.

A. Class I Non-Linear Code Performance

1. Non-Rotated QPSK Constellations

Consider the new class I non-linear orthogonal code with unrotated QPSK symbols (spectral efficiency 2). The symbol error rate (SER) for this code and several other comparable codes are presented in Fig. 7. Observe that the new orthogonal code outperforms STTD-OTD [25] for SNR above 4 dB and Papadias’ code [23] for SNR over 12 dB. Below approximately 20 dB, the new orthogonal code also performs better than the full diversity rate 1/2 STTD code proposed in [3]. Above 14 dB, the complex constellation rotating code [27], [28] performs better than any other code. From the slope of the plot, note the new code achieves a diversity order around 3.
2. Rotated QPSK Constellations

Using the phase rotation \([0, 0, 32, 19] \pi/128\), the new class I non-linear orthogonal code has full diversity with QPSK symbols. The code SER is presented in Fig. 8 with other 4 transmit antenna codes using 2 bits/sec/Hz. The performance of the new code has drastically improved from only a simple constellation phase rotation. It is now slightly better than the complex constellation rotating code [27], [28] for all SNR values. However, below 10 dB, Papadias’ code [23] (and equivalent ABBA code [21]) are slightly better than the new code.
Fig. 9. ML performance of the orthogonal code with 4PAM base symbols and phase shifts $[0, 1, 0, 1] \pi/2$.

B. Class II Non-linear Code Performance

1. Rotated 4-PAM Constellations

Consider the new class II non-linear orthogonal code with rotated 4-PAM symbols, having an overall spectral efficiency of 2 bits/sec/Hz. The SER for this and several other comparable codes are presented in Fig. 9. Recall that the new code is an orthogonal code and has a linear receiver. The new code performance exceeds that of all other transmit diversity codes with linear receivers compared. However, Papadias’ code [23] and the ABBA code [21] perform better. The new code with PSK based constellations motivates the design of similar orthogonal codes with symbol constellations that have better performance.
2. Rotated QPSK Constellations and Linear Receiver

Consider the new class II non-linear orthogonal code with rotated QPSK symbols, having an overall spectral efficiency of 2 bits/sec/Hz. The SER for this code and the rate 1/2 STTD orthogonal design [3] with 16QAM are presented in Fig. 10. Note all codes in the plot have linear receivers. The new code loses diversity when a sub-optimal ZF or MMSE receiver is used.
3. Rotated QPSK Constellations and ML Receiver

Consider the new class II non-linear orthogonal code with rotated QPSK symbols, having an overall spectral efficiency of 2 bits/sec/Hz. The SER for this and several other comparable codes are presented in Fig. 11. The new code outperforms all other transmit diversity codes compared. For high SNR, it has a coding gain of more than 1 dB over the next best code, and lies less than 1 dB from the MRC performance goal.
4. Rotated BPSK Constellations and Unknown Fading

In this simulation, the receiver does not know the fading exactly, and uses pilot symbols to estimate it. These channel estimates are then assumed to be perfect and used to estimate the data in a frame of several space-time blocks. We assume fading is constant within a frame ($f_mT = 0$). To compare different pilot symbol schemes, symbol energy is normalized by the following factor, to transmit a fixed amount of energy per information bit.

$$\frac{\text{Data Energy/frame}}{\text{Data Energy/frame + Pilot Energy/frame}}.$$ 

Simulations in Fig. 12 use the sub-optimal receiver in (3.36) with the class II non-linear orthogonal code and BPSK based symbols. Note this is an orthogonal code. Performance of the code with known fading is also shown for comparison. Note performance of the code is severely degraded when the channel is unknown. The best pilot insertion rate shown is 4/14, which is about 3 dB away from the known fading curve. Performance does not always improve when using more pilot blocks because additional pilots must use energy that would have been allocated to data blocks. As more pilots are added, they do not improve the fading estimate enough to compensate for the energy normalization.
Fig. 12. Sub-optimal performance in unknown fading ($f_m T = 0$) of the class II non-linear code with BPSK base symbols and phase shifts $[0, 1, 0, 1] \pi/2$. 
CHAPTER V

CONCLUSION

A. Summary of Results

In Chapter 2, we designed a class I non-linear orthogonal code. The new code with BPSK constellations proves that linear complex square orthogonal codes with full rate and full diversity can exist for specific constellations. Also in the analysis of this code, we have seen that rotating symbol constellations is a useful tool to improve diversity.

In Chapter 3, a class II non-linear orthogonal code was then presented. We showed this code has a receiver with moderate complexity, which can decouple symbols into pairs. In general, the new code does not achieve full diversity, but using constellation phase rotations we showed that full diversity is easily attained. The performance of the new code with rotated PSK based constellations is excellent compared with other 4 transmit antenna space-time block codes.

From the new class II non-linear orthogonal code of Chapter 3, we created square, orthogonal, full rate and full diversity space-time code for 4 transmit antennas with complex $M$-PAM based constellations. At first, it appears the new code with PAM base symbols violates the Hurwitz-Radon theorem. However, this theorem has a subtle limitation that is commonly overlooked. It states that square complex orthogonal designs with full rate and diversity cannot exist, meaning that a general code cannot exist for all possible symbol constellations. However, one may exist for a specific restricted constellation. For example, note when complex symbols are confined to the real line (i.e., for real symbols), orthogonal designs exist for 4 and 8 transmit antennas. The new orthogonal code with PAM symbols is significant as an existence
result, and motivates the search for similar codes with better performance.

A code that is only orthogonal or only has full diversity for specific constellations is still very practical. The desired data rate of a communication system is typically known, allowing a system designer to customize a full rate, full diversity code tailored to meet his specifications.

B. Future Work

The next step in our research is to extend the proposed class II non-linear orthogonal code to more than 4 transmit antennas. Using these generalized codes as an example, we will explore and study the existence of linear orthogonal codes using confined constellation sets. Once these codes are better understood, we can focus on designing codes with better performance, or possibly developing a useful design criteria.

In this thesis we showed that symbol phase rotations are a useful tool to improve diversity. This has been noted from many codes, including constellation rotating codes [27]–[29], for example. These codes are actually class II non-linear orthogonal codes, and also use constellation phase rotations to attain full diversity. An interesting direction for research is to study constellation rotations or FSM design techniques to increase diversity for space-time codes. As a preliminary experiment, we found Papadias’ code [23], a non-orthogonal code which nearly achieves capacity and has an elegant sub-optimal linear receiver, can achieve full diversity with rotated QPSK symbols.

Finally, it is known that full rate delay-optimal orthogonal codes (codes with minimum $T$ for a given rate and $N_t$) are not square unless $N_t = 2$. Designing full rate non-square orthogonal codes for $N_t > 2$ remains an interesting problem.
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Using the new class I non-linear orthogonal code with QPSK symbols having counter-clockwise phase shifts \([0, 1, 2, 3] \pi/16\), the number of failing matrix pairs was reduced to 64 from 384. Of these 64 pairs, each contained at least one of the 32 code matrices from Table I. Thus, by excluding these “bad” matrices, the code can achieve full diversity.

The symbol constellations are shown in Fig. 13. Table I contains a list of symbol indices for bad matrices. The symbols in Table I are defined as follows: 1, 2, 3, and 4 represent the constellation points going counter-clockwise around the rotated QPSK constellation. The “total phase” column contains the sum of the four symbol phases. Notice the total phase is always \(3\pi/8\) or \(\pi + 3\pi/8\).
Table I. “Bad” matrices for the class I non-linear code with QPSK symbols, phase shifted by $[0, 1, 2, 3] \pi/16$.

<table>
<thead>
<tr>
<th>$s_1$</th>
<th>$s_2$</th>
<th>$s_3$</th>
<th>$s_4$</th>
<th>Total Phase</th>
<th>$s_1$</th>
<th>$s_2$</th>
<th>$s_3$</th>
<th>$s_4$</th>
<th>Total Phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>$3\pi/8$</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>$3\pi/8$</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>$\pi + 3\pi/8$</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>$\pi + 3\pi/8$</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>4</td>
<td>3</td>
<td>$\pi + 3\pi/8$</td>
<td>4</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>$\pi + 3\pi/8$</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>$3\pi/8$</td>
<td>4</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>$3\pi/8$</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>$\pi + 3\pi/8$</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>$\pi + 3\pi/8$</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>$3\pi/8$</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>$3\pi/8$</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>$3\pi/8$</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>$3\pi/8$</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>$\pi + 3\pi/8$</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>$\pi + 3\pi/8$</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>1</td>
<td>3</td>
<td>$\pi + 3\pi/8$</td>
<td>4</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>$\pi + 3\pi/8$</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>$3\pi/8$</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>$3\pi/8$</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>$3\pi/8$</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>$3\pi/8$</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>$\pi + 3\pi/8$</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>$\pi + 3\pi/8$</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>$3\pi/8$</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>4</td>
<td>$3\pi/8$</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>$\pi + 3\pi/8$</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>$\pi + 3\pi/8$</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>4</td>
<td>1</td>
<td>$\pi + 3\pi/8$</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>$\pi + 3\pi/8$</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>$3\pi/8$</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>$3\pi/8$</td>
</tr>
</tbody>
</table>
Fig. 13. QPSK symbol constellations with phase shifts $[0, 1, 2, 3] \pi/16$. 
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