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Abstract—In this paper, we analyze the impact of straight line routing in large homogeneous multi-hop wireless networks. We estimate the nodal load, which is defined as the number of packets served at a node, induced by straight line routing. For a given total offered load on the network, our analysis shows that the nodal load at each node is a function of the node's Voronoi cell, the node's location in the network, and the traffic pattern specified by the source and destination randomness and straight line routing. In the asymptotic regime, we show that each node's probability that the node serves a packet arriving to the network approaches the products of half the length of the Voronoi cell perimeter and the load density function that a packet goes through the node's location. The density function depends on the traffic pattern generated by straight line routing, and determines where the hot spot is created in the network. Hence, contrary to conventional wisdom, straight line routing can balance the load over the network, depending on the traffic patterns.
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I. INTRODUCTION

Over the past few years, we have witnessed a significant amount of interest in the study of ad-hoc and sensor networks. Unlike cellular networks, these networks can use other nodes as relays to deliver data from different sources to destinations. The relaying functionality makes these “multi-hop” wireless networks scalable and applicable in a variety of different areas [2]–[4].

The relaying functionality adds a complex dimension to the performance analysis of multi-hop networks. The additional traffic imposed by relaying diminishes a node's ability to transmit its own data. The relays could also induce hot spots (or congested areas) in the network, which in turn result in reducing the overall throughput in the case of battery-limited networks [5], [6]. Congestion in the hot-spot areas could also reduce the overall capacity of the wireless network [7], [8]. In [7]–[14], the authors have proposed routing algorithms to alleviate the relaying load in the congested area. However, they do not analyze the load induced by relaying traffic.

The analysis of the relaying traffic for homogeneous wireless network has been studied in some previous works. In [15], the authors show that in an arbitrary network\(^1\) the load induced by relaying traffic is \(O(\sqrt{n})\), while it is \(O(\frac{\sqrt{n}}{\log n})\) for random networks\(^3\). In [16], the authors show that in random networks with power control the load induced by relaying traffic becomes \(O(\sqrt{n})\). In [17], it is shown that the order of the relaying traffic load is independent of the traffic patterns. However, these studies in [15]–[17] focus only characterizing the performance in order terms as a function of the number of deployed nodes. From the well-known problem in mathematics called the Bertrand's paradox [18], one can show that different distributions of sources and destinations result in different distributions of the relaying load even for the same environment.

In [19], the authors analytically study the impact of shortest single-path routing on a node by approximating single paths to line segments and characterizing the deviation of routes from line segments. However, one of the parameters in their model is not analytically quantified and would need to be estimated via simulations. In [20], the authors introduce an analytical model to evaluate the imposed load at a node by approximating a shortest path route to a narrow rectangle, where the load of a node is defined as the number of paths going through that node. The length of the rectangle is defined as the distance between a source and destination and the width of the rectangle parameterizes the deviation of paths from the line segments between sources and destinations. However, since the number of nodes is not parameterized in the analytic model, the model does not provide an explicit relationship between the load and the number of nodes.

Recent work in the mobile community addressed the relaying load problem as an application of the node mobility analysis. In [21] the authors find the spatial node distribution of the random waypoint (RWP) mobility model, and extend their analytical results to traffic load induced by straight line routing in dense ad-hoc networks. However, the authors in [21] do not propose an analytic model for relay load at a given node, nor the relationship between the nodal load and the number of deployed nodes in the network. Moreover, since the probability for the existence of a node in a small element area is defined as a function of the expected length of the line

\(^1\)An arbitrary network implies that the networks settings are arbitrary such as nodes placement, transmission range (power control) etc.
\(^2\)We write \(f(x) = O(g(x))\) to mean that \(\lim_{x \to \infty} \frac{f(x)}{g(x)} < \infty\)
\(^3\)A random network implies that the networks settings are random such as nodes placement, source-destination pairs etc.
segment (node’s traveling distance) inside the element area in [21], we cannot directly apply the results to relaying load at a node, which is defined as a function of the expected number of the events that line segments cut the node’s Voronoi cell (that will be defined in Section II) in our system model.

In this paper, we analyze the load for a homogeneous multi-hop wireless network for the case of straight line routing as in [15]–[17], [19], [20]. Shortest path routing is frequently approximated to straight line routing in large multi-hop wireless networks [15], [22], [23]). Since geographical and geometric attributes of nodes and routes affect the nodal load, we employ results from geometric probabilities to solve the problem. Based on our analytical results, we are able to show the precise relationship between the number of nodes and the load at each node, and the geographical distribution of the relaying load over the network for different scenarios. Interestingly, straight line routing itself can balance the relay load over the disk in certain cases.

The rest of the paper is organized as follows. In Section II, we describe the system model and formulate the problem. In Section III, we analyze multi-hop wireless networks for three different source-destination random patterns. In Section IV, we study a simple form of the result that was analyzed in the previous section. In Section V, we discuss different scenarios. In Section VI, we study the properties of straight line routing and we conclude in Section VII.

II. SYSTEM MODELS

A. Assumption

We model a multi-hop wireless network as a directed graph \( G = (\mathcal{N}, \mathcal{E}) \), where \( \mathcal{N} \) represents the set of nodes and \( \mathcal{E} \) the set of edges in the network. We assume that the wireless network is composed of \( n \) nodes on a disk \( \mathcal{D} \). For simplicity, we let the radius of the disk be one, i.e., a unit disk. Each node can control its transmission range. We assume that the number of nodes is large enough and that their maximum coverage areas are overlapped in a way in which the unit disk is entirely covered by the nodes’ maximum transmission coverage. Further, we assume that the nodes are totally connected. For a given deployment of nodes on a disk, we define a logical Voronoi tessellation [24] over the unit disk. There is a unique one-to-one mapping between a Voronoi cell and a node in the network. The definition is as follows. Let \( \{x_1, x_2, \cdots, x_n\} \) be a set of locations of nodes in \( \mathcal{N} \). The Voronoi cell \( V(x_i) \) is the set of all points that are closer to \( x_i \) than to any other \( x_j \) for \( j \in \mathcal{N} \), i.e.,

\[
V(x_i) = \{x \in \mathcal{D} : |x - x_i| = \min_{j \in \mathcal{N}} |x - x_j|\},
\]

where \( |x - y| \) represents a Euclidean distance between points \( x \) and \( y \). Therefore, each node \( i \in \mathcal{N} \) has its Voronoi cell \( v_i \), which is circumscribed by a perimeter \( s_i \), as in Figure 1. We assume that the probabilities that a node becomes a source and a destination are identical, and circular symmetric \(^4\) [25]. For simplicity, unless stated otherwise, we use the perimeter of node \( i \) as a perimeter of node \( i \)’s Voronoi cell throughout this paper.

B. Routing

In multi-hop wireless networks, packets are transferred through routes that could be composed of multiple relay nodes between sources and destinations. In many multi-hop wireless networks, shortest path routing is often used for its simplicity and scalability, and this is closely approximated by straight line routing for large multi-hop wireless networks. Thus, in this paper, we will focus on straight line routing for delivering packets from sources to destinations.

Straight line routing is defined as a sequence of nodes whose Voronoi cell is cut by a straight line segment between a source and destination [15]. When a packet arrives at the network, node \( i \) in the network participates in routing the packet when the straight line segment between the source and the destination cuts the perimeter \( s_i \) of node \( i \). If two cells are simultaneously chosen as the next cell, either can be arbitrarily selected. For example, in Figure 1, a packet arriving at node \( N_1 \) is destined for node \( N_5 \). Nodes \( N_2 \), \( N_3 \), and \( N_4 \) whose perimeters cut by a line segment between \( N_1 \) and \( N_5 \) will participate in routing the packet.

C. Nodal Load and Problem Formulation

We define the nodal load as the expected number of packets that traverse the node (as in [15], [19], [20]). For a given total offered load on the network, \( M \), the nodal load \( L_i \) at node \( i \) can be expressed as

\[
L_i = E[\text{the number of packets served by node } i] = M p_i,
\]

where \( p_i \) represents the probability that a packet goes through node \( i \). We say that loads are balanced when all the nodal loads are identical, i.e., there exists \( p \) such that

\[
p_i = p \forall i \in \mathcal{N}.
\]

\(^4\)The probability density function of a random variable \( X \in \mathbb{R}^2 \) is circular symmetrical if it depends only on the Euclidean distance \( |X| \) from the origin.
To find $p_i$ in (2), recall that $v_i$ is the Voronoi cell of node $i$, which is encircled by perimeter $s_i$. Node $i$ will participate in routing a packet when the line segment between the source and destination cuts its perimeter $s_i$, and there are three cases depending on the locations of the source and destination, as shown in Figure 2. In the case of a relay (Case 1 in Figure 2), a line segment cuts $s_i$ at exactly two points. Otherwise, the perimeter is cut by a line segment at one point, i.e., Cases 2 and 3 in Figure 2 (the probability of the set of outcomes with a line touching a corner or lying congruent with a side of the polygon is zero). Since the probabilities that node $i$ becomes a source and a destination are identical (from our assumption), we have

$$p_i = \Pr\{\text{Node } i \text{ becomes a relay or a source}\} = \frac{1}{2} \int_{s \in s_i} f(s) ds,$$

where $f(s)$ is the load density function that a line segment between a source and destination goes through point $s$. In other words, we can interpret $f(s)$ as the relaying load that a packet arriving to the network is relayed at $s$ using straight line routing. When a node is a pure relay node that does not generate or drain packets, (3) is exactly the probability that node $i$ becomes a relay. If we know $f(s)$ in (3), we can find $p_i$ to estimate the load on node $i$. However, the load density function $f(s)$ depends on the traffic patterns, which are a function of the sources and destinations activated. Since we assume that homogeneous nodes are uniformly distributed over the disk, the statistical geometry of the Voronoi cells are identical. From (3), we can say that the relay load is balanced when the load density function is constant on domain $[0, 1]$.

In the next section, we study how traffic patterns affect the load density function that decides the nodal load at each node.

### III. Traffic Patterns versus Load Density

In this section we characterize the load density function in (3) for three different scenarios. For the scenarios, we consider two kinds of system settings. The first system setting corresponds to uniformly distributed source-destination pairs on a disk. Most previous works study on the network performance based on this assumption [15, 19, 20].

The other setting we study is when source-destination pairs are distributed only on the circumference of a circle. Here, we will consider two different traffic models, hence we consider a total of three different scenarios. The motivation for this study comes from the following. To enhance network performance, large wireless networks use a cluster-based structure [26]. A cluster is defined as a set of nodes that are relatively close to each other. In the clustered system model, source-destination pairs ($S_o$ and $T_o$) are located out of the cluster area and line segments randomly lay on the cluster, as in Figure 3. The line segments going through the cluster area can be specified by source-destination pairs ($S$ and $T$ in Figure 3) on the perimeter of the cluster area corresponding to $S_o$ and $T_o$. Hence, we can model traffic patterns with source-destination pairs ($S$ and $T$) on the perimeter of the cluster no matter what shape of the entire network and traffic patterns are. We assume that the cluster area is a unit disk and that source-destination pairs ($S$ and $T$) are located only on the perimeter. The case when gateways are uniformly distributed on the perimeter of the circle, called the border gateways model in [27], also falls into this category. For this cluster model, we do not consider the cluster heads in [28]. Our interest in this paper is how the relay traffic will be distributed across the network when sources and destination are densely located on the border of a disk-like network and the relays are uniformly distributed on the disk. The cluster system model has more of a theoretical interest and the analytical results give some insight into straight line routing.

As mentioned above, we consider two different traffic models for this system setting. Since different traffic models create different load distributions over the network even in the same system setting, we separately handle the two traffic models as two independent problems. The applicability of the models depends on how network engineers establish a model for random traffic in the field. In the first traffic model, the source-destination pairs ($S$ and $T$ in Figure 3) are uniformly chosen on the circular perimeter of the cluster. In the second model, the distance ($\psi$ in Figure 3) and angle ($\phi$ in Figure 3) of a random chord are uniformly distributed on $[0, 1]$ and $[0, 2\pi]$, respectively. We summarize the models in Table I. Since the second system setting is simpler than the first one, in Section III-A we will begin with the second one.

In all the scenarios described earlier we follow the procedures outlined below to find the load density function $f(s)$, where the distance from the origin to point $s$ is $r$:

1. Find the points on a circle with radius $r$ cut by a line segment between a source and destination and count the number of the points, $\chi_r$, since geometric properties are invariant of angle $\phi$.
2. Find the expected number of points on a circle with radius $r$ cut by the line segment, $E[\chi_r]$.  
3. Since the probability that a point on a circle is cut by line segments is identically distributed on the circle, divide the expected number of points by the perimeter length, $2\pi r$, to find the load density function $f(s)$.

For step (2) in the above procedures, we use previously derived
results studied from geometric probability [18].

To verify our analysis, we compare it with simulation results for each scenario. For the simulations, we generate $10^4$ source-destination pairs and line segments between the pairs according to random traffic models, and average five simulation results with different random seeds.

A. Scenario 1: When source-destination pairs are uniformly distributed on the perimeter of a circle

Let random variable $X \in \mathbb{R}^2$ be the location of a source or a destination and $\Phi$ be a random variable that is uniformly distributed between 0 and $2\pi$. The location is represented as

$$x = (\cos \phi, \sin \phi) \text{ for } 0 \leq \phi \leq 2\pi.$$ 

Then, the generated random chord between a source and destination can be specified by a half angle $\Theta$ ($\angle HOS$ or $\angle HOT$) between two points, as in Figure 3. The half angle $\Theta$ is also a random variable with domain $[0, \frac{\pi}{2}]$. From [18, page 138], $f_\Theta(\theta)$, the probability density function of $\Theta$ is

$$f_\Theta(\theta) = \frac{2}{\pi} \text{ for } 0 \leq \theta \leq \frac{\pi}{2}. \quad (4)$$

For given radius $r$, the number of points $\chi_r$ at which a circle with radius $r$ meets a chord is given by

$$\chi_r = \begin{cases} 2, & \arccos(r) \leq \theta \leq \frac{\pi}{2} \\ 0, & \text{otherwise}. \end{cases}$$

For a given $\theta$, the conditional expectation of $\chi_r$ is

$$E[\chi_r | \theta] = \begin{cases} 2, & \arccos(r) \leq \theta \leq \frac{\pi}{2} \\ 0, & \text{otherwise}. \end{cases} \quad (5)$$

From (4) and (5), the expected number of points that a chord intersects a circle with radius $r$ for $0 \leq r \leq 1$ is

$$E[\chi_r] = E[E[\chi_r | \theta]] = \int_0^{\frac{\pi}{2}} E[\chi_r | \theta] f_\Theta(\theta) d\theta = \frac{4}{\pi} \arcsin(r).$$

Hence, the load density that a chord meets a point, $s \in \mathcal{D}$, is

$$f(s) = \frac{E[\chi_r]}{2\pi r} = \frac{4}{\pi^2 r} \arcsin(r).$$

where $r$ is the distance from $s$ to the origin. Note that when $\theta = \arccos(r)$, the chord meets a circle with radius $r$ at one point, as in Figure 3, but the probability is zero in this case.

Figure 4 (a) shows the expected number of points at which a chord generated by a pair of source and destination nodes intersects a circle with radius $r$. Figure 4 (b) shows the load density that the chord intersects a point on a circle with radius $r$ for $0 \leq r \leq 1$. As can be seen in Figure 4, in contrast to the traffic model generated by random source-destination pairs on a disk [19], [20], the outskirts of the disk have more traffic than the center area of the disk. Hence, network performance, such as throughput, depends on the nodes on the outskirts of the disk.

B. Scenario 2: Uniform distance to origin and uniform angle with axis

Any straight line segment that goes through $\mathcal{D}$ is completely specified by the distance ($\psi$) and direction ($\phi$) of the line segment from the center of the circle to the midpoint of the chord, as in Figure 3. We let the distance and the angle (direction) of the chord be random variables that are uniformly distributed on $[0, 1)$ and $[0, 2\pi)$, respectively. As in the previous subsection, the generated random chord between a source and destination can be specified by a half angle $\Theta$ between two points. The half angle $\Theta$ is also a random variable with domain $[0, \frac{\pi}{2}]$. From [18, page 139], $f_\Theta(\theta)$, the probability density function of $\Theta$, is given by

$$f_\Theta(\theta) = \sin \theta, \text{ for } 0 \leq \theta \leq \frac{\pi}{2}. \quad (6)$$

For given radius $r$, the number of points $\chi_r$ that a circle with radius $r$ meets a chord is

$$\chi_r = \begin{cases} 2, & \arccos(r) \leq \theta \leq \frac{\pi}{2} \\ 0, & \text{otherwise}. \end{cases}$$

For a given $\theta$, the conditional expectation of $\chi_r$ is

$$E[\chi_r | \theta] = \begin{cases} 2, & \arccos(r) \leq \theta \leq \frac{\pi}{2} \\ 0, & \text{otherwise}. \end{cases} \quad (7)$$
From (6) and (7), the expected number of points that a chord intersects a circle with radius \( r \) for \( 0 \leq r \leq 1 \) is
\[
E[\chi_r] = E[E[\chi_r|\Theta]] = \frac{1}{2\pi} \int_0^{2\pi} E[\chi_r|\theta] f_\Theta(\theta) d\theta = \frac{1}{2r}.
\]

Hence, the load density that a chord meets a point, \( s \in \mathcal{D} \), is
\[
f(s) = \frac{E[\chi_r]}{2\pi r} = \frac{1}{\pi} r^{-1}, \tag{8}
\]
where \( r \) is the distance from \( s \) to the origin.

Figure 5 (a) shows the expected number of points at which a chord generated by a pair of source and destination nodes intersects a circle with radius \( r \). Figure 5 (b) shows the load density that the chord intersects a point on a circle with radius \( r \) for \( 0 \leq r \leq 1 \). Even in the same system setting as Scenario 1, \( E[\chi_r] \) and \( f(s) \) of Scenario 2 have different shapes from those of Scenario 1.

Another approach: Using the characteristic of line randomness, we can find the same solution as (8) from previous studies on geometric probability in [18], [29]. In particular, from [18], [29] we have the following theorem.

**Theorem 1**: Let \( K_0 \) be a convex set in a plane. We assume that lines randomly placed in the plane are isotropic and uniformly distributed. Then, for any convex set \( K_1 \) such that \( K_1 \subset K_0 \), the probability that a random line intersects set \( K_1 \) given that the line intersects set \( K_0 \) is
\[
Pr[\text{line hits } K_1|\text{hits } K_0] = \frac{l_{K_1}}{l_{K_0}},
\]
where \( l_{K_1} \) and \( l_{K_0} \) be the perimeters of \( K_1 \) and \( K_0 \), respectively.

Disk \( \mathcal{D} \) is a convex set. Voronoi cells \( V(x_i) \) \( \forall i \in \mathcal{N} \) defined in (1) are convex sets [30] and subsets of disk \( \mathcal{D} \). Since random lines in Scenario 2 are isotropic and uniformly distributed, from Theorem 1, the probability that node \( i \) becomes a relay is as follows:
\[
p_i = Pr[\text{line hits node } i\text{'s Voronoi cell}|\text{hits disk } \mathcal{D}] = \frac{l_{s_i}}{2\pi l_{\mathcal{D}}},
\]
In the case when source and destination pairs are randomly chosen on the unit disk, in contrast to the previous cases, we cannot specify line segments between sources and destinations cutting a circle only with half angles. Depending on the locations of the two nodes, the number of points $\chi_r$ on the circle with radius $r$ cut by the line segment between two nodes are different. Hence, we first fix a node whose distance from the center is $z$, and denote that node by $T$. For the given node $T$, we find the conditional probability density function of the half angle of a chord and the conditional expectation of the number of points $\chi_r$.

We denote $A$ ($A'$) and $D$ ($D'$) as the end points of a chord with a half angle $\theta$ ($\theta + \Delta \theta$), and $B$ ($B'$) and $C$ ($C'$) as the points on a circle cut by the chord $AD$ ($A'D'$). We denote $\Delta \beta$ as the acute angle between two chords $AD$ and $A'D'$ that meet at $T$. Two wedged regions, $TAA'$ and $TDD'$, made by the two chords are denoted by $A$ and $B$, respectively.

Given that the first random node $T$ falls a distance $z$ from the center of the unit disk, as in Figures 6 (a) and 6 (b), the probability that the chord going through the two random points intercepts an arc of half angle between $\theta$ and $\theta + \Delta \theta$ is the probability that the second point $S$ falls in two wedged regions $A$ and $B$. For $0 \leq \theta \leq r^2$, the conditional probability is

$$
\Pr[(\theta, \theta + \Delta \theta)|z] = \frac{2}{\pi} \left( z^2 - \cos^2 \theta + \sin^2 \theta \right) \frac{\sin \Delta \theta}{\sqrt{z^2 - \cos^2 \theta}}.
$$

(11)

where chords with half angles $\theta$ and $\theta + \Delta \theta$ meet with angle $\Delta \beta$. Hence, the conditional probability density function of $\theta$ for $0 \leq \theta \leq r^2$ is

$$
f_{\theta|Z}(\theta|z) = \lim_{\Delta \theta \to 0} \frac{\Pr[(\theta, \theta + \Delta \theta)|z]}{\Delta \theta} = \frac{2 \sin \theta (z^2 - \cos^2 \theta + \sin^2 \theta)}{\pi \sqrt{z^2 - \cos^2 \theta}}.
$$

(12)

Given radius $r$, depending on the locations of random points $T$ and $S$ on the unit disk, there exist three cases. First, the line segment does not meet the circle with radius $r$. Second, the line segment does meet the circle with radius $r$ at one point. Finally, the line segment meets the circle with radius $r$ at two points.

The number of points $\chi_r$ on a circle with radius $r$ cut by the line segment between two nodes $S$ and $T$, is

$$
\chi_r = \begin{cases} 
2, & \{r \leq z \leq 1 \text{ and } S \in B_{b2}\} \\
1, & \{r \leq z \leq 1 \text{ and } S \in B_{l2}\} \\
\{0 \leq z \leq r \text{ and } S \in A_{s1} \cup B_{l1}\}, & \text{otherwise},
\end{cases}
$$

where $A_{s1}$ and $B_{l1}$ are regions $ABB'A'$ and $CDD'C'$ in Figure 6 (a), respectively, in the case of $z \leq r$. In the case of $r \leq z \leq 1$, we let $B_{l2}$ and $B_{b2}$ denote regions $BCC'B'$ and $CDD'C'$ in Figure 6 (b), respectively.

In the case when the first node $T$ falls in the circle with radius $r$, given distance $z$ and angle $(\theta, \theta + \Delta \theta)$, the conditional
expectation of the number of points $\chi_r$ is

$$E[\chi_r | (\theta, \theta + \Delta \theta), z] = 1 \times \frac{\text{Area}(A_{\alpha_1} \cup B_{\alpha_1})}{\text{Area}(A \cup B)} \left(1 - r^2\right) \frac{1}{(z^2 - \cos^2 \theta + \sin^2 \theta)}, \quad (13)$$

where $\text{Area}(A)$ represents the area of region $A$.

In the case when the first node $T$ falls out of the circle with radius $r$, given distance $z$ and angle $(\theta, \theta + \Delta \theta)$, the conditional expectation of the number of points $\chi_r$ is

$$E[\chi_r | (\theta, \theta + \Delta \theta), z] = 1 \times \frac{\text{Area}(B_{\alpha_2})}{\text{Area}(A \cup B)} + 2 \times \frac{\text{Area}(B_{\alpha_3})}{\text{Area}(A \cup B)} \left(1 - r^2 + 2 \sin \theta \sqrt{z^2 - \cos^2 \theta}\right) \frac{1}{(z^2 - \cos^2 \theta + \sin^2 \theta)}, \quad (14)$$

The details of (11), (13), and (14) are given in Appendix.

The chords whose half angle is between $\arccos r$ and $\frac{\pi}{2}$ can intersect the circle with radius $r$. Given $\theta \in [\arccos r, \frac{\pi}{2}]$, the first node $T$ falls in the region such that the distance $z$ from the center is between $\cos \theta$ and $1$. From (13) and (14), the conditional expectation of $\chi_r$ is

$$E[\chi_r | \theta, z] = \begin{cases} \frac{(1 - r^2)}{(z^2 - \cos^2 \theta + \sin^2 \theta)}, & \{\cos \theta \leq z \leq r \text{ and } \arccos r \leq \theta \leq \frac{\pi}{2}\} \\ \frac{(1 - r^2 + 2 \sin \theta \sqrt{z^2 - \cos^2 \theta})}{(z^2 - \cos^2 \theta + \sin^2 \theta)}, & \{r \leq z \leq 1 \text{ and } \arccos r \leq \theta \leq \frac{\pi}{2}\} \\ 0, & \text{otherwise}. \end{cases} \quad (15)$$

We are now ready to obtain the expected number of points on the circle with radius $r$ cut by the line segments between two random nodes. From (10), (12) and (15), we have

$$E[\chi_r] = E[E[\chi_r | \Theta, Z]] = \int \int_{\{\cos \theta \leq z \leq 1, \arccos r \leq \theta \leq \frac{\pi}{2}\}} E[\chi_r | \theta, z] f_{\Theta | Z}(\theta | z) f_Z(z) dz d\theta$$

$$= \frac{4}{\pi} (1 - r^2)(\arcsin r + r \sqrt{1 - r^2}).$$

Hence, the load density function that the line segment between a source and destination goes through a point $s \in D$ is

$$f(s) = \frac{E[\chi_r]}{2\pi r} = \frac{4}{2\pi r^2} (1 - r^2) \left(\frac{\arcsin r}{r} + \sqrt{1 - r^2}\right),$$

where $r$ is the distance from $s$ to the origin.

Figure 7 shows that our analysis is identical to the simulation results. These results confirm that the hot spot is located near the center area, as in [19], [20]. The load density function has a different shape from the previous subsections. However, given that we have three different hot spots for different traffic patterns, this suggests that the hot spot area depends on the traffic pattern specified by how the source-destination pairs are distributed.

IV. APPROXIMATION AND CONVERGENCE

From the results of the previous sections, we can compute the probability that a node will participate in routing when a packet arrives at the network for a given location, perimeter, and traffic pattern. The probability is not expressed in a closed form. However, in the asymptotic regime, we can approximate the probability by a simple closed form expression. The approximated form gives us an understanding of network performance under various environments.

When the network gets denser, the perimeters of nodes grow smaller so that the load density function on the perimeter can be approximated by the load density function at the node’s location. Hence we can express (3) as

$$p_i = \frac{l_{si}}{2} f(x_i) + e_i, \quad (16)$$

where $l_{si}$ represents the total length of the perimeter $s_i$ of node $i$ and $e_i$ is an error between the exact value and the approximated value at node $i$.

We show here that the error between (3) and (16) converges to zero as the Voronoi cell goes to zero, i.e., the number of nodes goes by infinity. We assume that node $i$ is located at $x_i$
and has a Voronoi cell $s_i$, as illustrated in Figure 8. We define $\Delta r_m$ and $\Delta r_M$ as

$$\Delta r_m = \max_{s \in s_i} (|x_i| - |s|) \quad \text{and} \quad \Delta r_M = \max_{s \in s_i} (|s| - |x_i|),$$

where $\Delta r = \max\{\Delta r_m, \Delta r_M\}$. When $\Delta r$ is small, from Taylor’s series [32], the error at node $i$, $e_i$, is

$$e_i = \left| \frac{1}{2} \int_{s \in s_i} f(s)ds - \frac{1}{2} \int_{s \in s_i} f(x_i)ds \right|$$

$$\leq \frac{1}{2} \int_{s \in s_i} |f(s) - f(x_i)|ds$$

$$= O(\Delta r^2). \quad (17)$$

Since $\Delta r^2$ decreases linearly as $n$ increases, (17) shows that the error between our approximation and the exact value will decrease as $n$ increases.

Figures 9, 10, and 11 show the comparison of our approximation and simulation results. We assume that each node has a circular Voronoi cell. We vary the number of nodes from 100 to 10,000 and observe the probability that a packet goes through a node located at $(0, 0.5)$. For illustration, we generate 0.1 million packets per simulation and run 25 simulations with different random seeds. The error bars represent the 98% confidence levels centered around the mean values. As the number of deployed nodes goes to infinity, the probability that a node takes part in routing packets inversely increases as expected. This implies that for a given distribution of sources and destinations, and node location, the probability only depends on the length of the perimeter. As shown in Figures 9, 10, and 11, the approximation is close to the simulation results and improves as the density of nodes increases. Hence, in the case when the network is dense, the probability that a node can serve a packet can be precisely computed by our analytical results.

V. IMPLICATION OF STRAIGHT LINE ROUTING IN MULTI-HOP WIRELESS ROUTING

We now study how our analytical results apply for estimating network performance in different environments. Unlike
previous works that study the performance order \([15] - [17]\) or estimate the performance with parameters that need to be obtained via simulations \([19], [20]\), we estimate the performance for a given traffic pattern by using our analytical results. Note that the uniform distribution we have assumed can be approximated by a Poisson distribution\(^2\) and the average length of a Voronoi cell for a homogeneous Poisson point process is \(\frac{1}{2\pi}\), where \(\rho\) is the average number of points per unit area \([34]\). Hence, we assume that the half length of the perimeter is \(\frac{2\sqrt{\pi}}{\sqrt{n}}\), where \(n\) is the number of nodes uniformly deployed on a unit disk.

### A. Nodal load in the case of homogeneous nodes

We assume that new packets arrive at each node with arrival rate \(\lambda\) and that the arrival distributions are independent and identically distributed. The packet arrival rate at node \(i\) is equal to \(\lambda n p_i\). Hence, we can express the load of node \(i\) per unit time as

\[
\text{The load of node } i \text{ located at } x_i = n \lambda p_i = \lambda n \left( \frac{l_{1i}}{2} f(x_i) \right) = \lambda n \left( \frac{2\sqrt{\pi}}{\sqrt{n}} f(x_i) \right) = 2\sqrt{\pi} \lambda f(x_i) \sqrt{n}.
\]

Hence, when the number of deployed nodes, \(n\), increases, the load at each node becomes \(O(\sqrt{n})\), which is consistent with the results in \([15], [17]\). In contrast to \([15], [17]\), our analytical result can capture the load variance that depends on the location in the network.

### B. Nodal load in the case of pure relay nodes

Unlike the previous subsection, we consider the case when \(n\) nodes generate data and \(m\) nodes contribute only to relaying packets. The packet arrival rate at each node is \(\lambda\), then the load of node \(i\) per unit time is formally expressed as

\[
\text{The load of node } i \text{ located at } x_i = n \lambda p_i = \lambda n \left( \frac{l_{1i}}{2} f(x_i) \right) = \lambda n \left( \frac{2\sqrt{\pi}}{\sqrt{n+m}} f(x_i) \right) = 2\sqrt{\pi} \lambda f(x_i) \left( \frac{n}{\sqrt{n+m}} \right).
\]

Hence, when the number of deployed nodes, \(n\), is dominant, the load at each node increases as \(\sqrt{n}\). For a given nodes \(n\), the pure relay nodes mitigate the total load on the order of \(\frac{1}{\sqrt{m}}\).

\(^2\)Suppose there exists exactly one event of a Poisson process by time \(t\). Then, the time at which the event occurred is uniformly distributed over \([0, t]\) \([33]\). We can also extend the result to the 2 dimensional case.

### C. Throughput of Straight Line Routing

The definition of throughput in a multi-hop wireless network could depend on the network scenario and application being considered (e.g., \([6], [35] - [38]\)). As in \([6], [36], [38]\), we define throughput of a battery-limited multi-hop wireless network as the total number of packets served by the network until the first node dies.

When each node has an initial amount of energy \(E_{\text{init}}\) and \(e_p\) is the energy consumed to deliver a packet to the next node, the network can serve \(\frac{E_{\text{init}}}{e_p p_i}\) packets until node \(i\) located at \(x_i\) dies.

The throughput of the network can be expressed as

\[
\text{Throughput of the network} = \min_{i \in \mathcal{N}} \frac{E_{\text{init}}}{e_p p_i} = \left( \frac{E_{\text{init}}}{2\sqrt{\pi} e_p} \right) \sqrt{n} \left( \min_{x_i \in \mathcal{D}} f(x_i) \right),
\]

where \(\mathcal{D}\) is a domain of \(x_i\). With straight line routing, in the case when \(e_p\) is fixed and a source-destination distribution is given, the throughput of the network becomes \(O(\sqrt{n})\) as the number of nodes increases. Even though the deployed number is fixed, the throughput in (18) depends on the source-destination pattern \(f(x_i)\).

### VI. Myths of Straight Line Routing

There have been three traditionally believed myths about straight line (or shortest path) routing for multi-hop wireless networks. These are:

1) Straight line routing results in congested areas, and load balancing is needed to alleviate it.
2) A congested area induced by straight line routing is located at the center of the network.
3) Equalizing the load across each link (equal load balancing) always helps improve network performance.

Using the analysis results in Sections III and IV, we discuss the properties of straight line routing, and study the relationship between straight line routing and “equal load-balancing routing” based on our analytical results.

Before starting our discussion on straight line routing, we clearly specify the definition of equal load-balancing routing. We define load-balancing routing as routing that makes all nodal loads equal over the network \([19], [20]\) such that, as explained in Section II-C,

\[
p_i = p \forall i \in \mathcal{N} \text{ and } p \in [0, 1).
\]

Since homogeneous nodes are uniformly distributed on the disk, each Voronoi cell has statistically identical properties. As shown in Section IV, the approximation of a nodal load is asymptotically tight and the density \(f(x)\) determines the nodal load in the asymptotic regime. Hence, we can characterize the properties of straight line routing.
TABLE II
SUMMARY OF STRAIGHT LINE ROUTING: \( f(s) \) STANDS FOR THE LOAD DENSITY THAT A LINE SEGMENT GOES THROUGH POINT \( s \in D \) AND \( r \) REPRESENTS THE EUCLIDEAN DISTANCE BETWEEN THE ORIGIN AND POINT \( s \). A CONGESTED AREA IMPLIES AN AREA THAT HAS MORE LOAD THAN ANY OTHER AREA IN THE NETWORK.

<table>
<thead>
<tr>
<th>Scenario (Section)</th>
<th>( f(s) )</th>
<th>Congestion area</th>
<th>Load-balancing routing</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (III-A)</td>
<td>( \frac{\pi \sin \frac{\theta}{2}}{2} )</td>
<td>boundary</td>
<td>may hurt</td>
</tr>
<tr>
<td>2 (III-B)</td>
<td>( \frac{4}{\pi^2} (1 - r^2) \left( \frac{\pi \sin \frac{\theta}{2}}{2} + \sqrt{1 - r^2} \right) )</td>
<td>nowhere</td>
<td>the same</td>
</tr>
<tr>
<td>3 (III-C)</td>
<td>( \frac{4}{\pi^2} (1 - r^2) \left( \frac{\pi \sin \frac{\theta}{2}}{2} + \sqrt{1 - r^2} \right) )</td>
<td>center</td>
<td>may help</td>
</tr>
</tbody>
</table>

A. Paradox of straight line routing

As summarized in Table II, the relay load distributions depend on the system models and the generated traffic patterns. Even if the system settings and the routing schemes are identical, the different traffic patterns generated by sources and destinations result in the different distributions of relaying load, as shown by Bertrand’s paradox [18].

In the first scenario considered (Section III-A), the load at the edge area is heavier than any other area so that the traffic is more congested on the fringe of the network. In the second scenario (Section III-B), straight line routing distributes the load evenly over the network, and hence does not induce hot spots. Only Scenario 3 in Section III-B corresponds to the case that straight line routing induces a congested area at the center of the network.

B. Straight line routing versus Load-balancing routing

It has been traditionally believed that shortest path (or straight line) routing could lead to hot spots in the network, degrading the network performance. Hence, load balancing algorithms have been developed to evenly distribute the load over the network to enhance network performance [5]–[14], [19], [20]. For example, in [5], [6], equally balanced load in terms of residual energy lengthens the network’s life span. However, load-balancing may not help improve network performance.

In the case of Scenario 1, the load at the edge area is the heaviest as depicted in Section III-A. The traffic sources and drains are at the edge area, so that the load at the edge area is fixed and cannot be reduced by load-balancing. When load-balancing routing is simply employed in this environment to make load equal, the load at the center area may increase redundantly without reducing the load at the boundary. The redundancy induces more interference and deteriorates network performance [39], [40]. Hence, load-balancing may hurt network performance in this scenario.

In Scenario 2 (Section III-B), the load density function is constant over the domain \([0, 1]\). Straight line routing for Scenario 2 itself balances the relay traffic over the disk. Any efforts to balance relay load cannot perform better than straight line routing in Scenario 2. In other words, we uniformly choose a source \( s \) and a destination \( T \) on the disk perimeter so that the probability density function of angle \( \xi \) between line segments \( ST \) and \( SO \), as in Figure 12, is \( \cos(\xi) \) for \( 0 \leq \xi < \frac{\pi}{2} \). Then, the relaying load imposed by straight line routing is balanced across the disk.

In Scenario 3, the center area of the disk has heavier load than the boundary. In this case, conventional load-balancing routing can alleviate the relay load concentrated at the center even if the boundary area has more traffic. The equally distributed load can prolong the network life, which is determined by the most congested area, as in [5], [6].

VII. Conclusion

In this paper, using geometric probability, we have developed an analytical model to study the performance of straight line routing for multi-hop wireless networks. Our analytical results show that the probability that a node relays a packet depends on the location of the node and the perimeter of the node’s Voronoi cell. In the asymptotic region, the relaying probability at a node is approximated as the product of the half length of the perimeter of the node and the load density that the packet goes through the node’s location. Both simulations and analysis show that the relay load over the network, imposed by straight line routing, depends on the model of the traffic pattern. Even if the system settings are identical and straight line routing is commonly adopted, the relay load induced by “random” traffic could be distributed differently over the network. This paradoxical result is a consequence of the famous Bertrand’s paradox. Thus, in contrast to traditional belief, there are many scenarios in which straight line routing itself can balance the load over the network, and in such cases explicit load-balanced routing may not help mitigate the relaying load.

APPENDIX

We here prove (11), (13), and (14) in Section III-C.
Fig. 13. In the case when $\Theta$ is defined on $[0, \frac{\pi}{2}]$, there is a reflection of regions $TAA'$ and $TDD'$, where $\angle D'OH'$ (or $\angle A'OH'$) is $\theta + \Delta \theta$

A. Proof of (11)

Since the area of a wedge shaped region of radius $r$ and angle $\theta$ is $\frac{1}{2}r^2\theta$, and $\Delta \beta = \frac{\sin \theta \Delta \theta}{\sqrt{z^2 - \cos^2 \theta}}$ from [18], for $\theta \in [0, \frac{\pi}{2}]$, we have

$$
\begin{align*}
\text{Area}(A \cup B) &= \text{Area}(A) + \text{Area}(B) \\
&= \frac{1}{2} \left( |AT|^2 \Delta \beta + \frac{1}{2} |TD|^2 \Delta \beta \right) \\
&= \frac{1}{2} \left( (|AH| - |TH|)^2 + (|DH| + |TH|)^2 \right) \Delta \beta \\
&= \frac{1}{2} \left( |AH|^2 + |TH|^2 \right) \Delta \beta \\
&= (z^2 - \cos^2 \theta + \sin^2 \theta) \Delta \beta \\
&= (z^2 - \cos^2 \theta + \sin^2 \theta) \frac{\sin \theta \Delta \theta}{\sqrt{z^2 - \cos^2 \theta}},
\end{align*}
$$

(19)

where $H$ is a middle point between points $A$ and $D$, and $|TH|$ represents the length of line segment $TH$.

In Section III-C, the half angle $\Theta$ is defined on $[0, \frac{\pi}{2}]$ (instead of $[0, \pi]$). As illustrated in Figure 13, for given node $T$ and angles $\theta$ and $\theta + \Delta \theta$, there is a reflection of regions $TAA'(A)$ and $TDD'(B)$. Therefore, given that the first random node $T$, the probability that the chord going through the two random points intercepts an arc of half angle between $\theta$ and $\theta + \Delta \theta$ for $\theta \in [0, \frac{\pi}{2}]$ is twice the probability that the second point $S$ falls in two wedged regions $A$ and $B$.

From (19), given that the first random node $T$ falls a distance $z$ from the center of the unit disk, the conditional probability $P_T[\theta, \theta + \Delta \theta]|z$ that we would like to get for $\theta \in [0, \frac{\pi}{2}]$ is

$$
\begin{align*}
P_T[\theta, \theta + \Delta \theta]|z] &= \frac{2 \text{Area}(A \cup B)}{\text{Area}(D)} \\
&= \frac{2}{\pi} \left( z^2 - \cos^2 \theta + \sin^2 \theta \right) \frac{\sin \theta \Delta \theta}{\sqrt{z^2 - \cos^2 \theta}}.
\end{align*}
$$

(20)

B. Proof of (13)

Similarly to $\text{Area}(A \cup B)$, we can express $\text{Area}(A_{a1} \cup B_{a1})$ for $\theta \in [0, \frac{\pi}{2}]$ in Figure 6 (a), as

$$
\begin{align*}
\text{Area}(A_{a1} \cup B_{a1}) &= \text{Area}(A_{a1}) + \text{Area}(B_{a1}) \\
&= (\text{Area}(A) - \text{Area}(A_{a2})) + (\text{Area}(B) - \text{Area}(B_{a2})) \\
&= (\text{Area}(A) + \text{Area}(B)) - (\text{Area}(A_{a2}) + \text{Area}(B_{a2})) \\
&= (z^2 - \cos^2 \theta + \sin^2 \theta) \Delta \beta \\
&= (1 - r^2) \Delta \beta \\
&= (1 - r^2) \frac{\sin \theta \Delta \theta}{\sqrt{z^2 - \cos^2 \theta}},
\end{align*}
$$

(20)

where $A_{a2}$ and $B_{a2}$ represent regions $BB'T$ and $CC'T$, respectively.

From (19) and (20), when the first node $T$ falls in the circle with radius $r$, the conditional expectation $E[\chi_r](\theta, \theta + \Delta \theta, z]$ of the number of points $\chi_r$ for $\theta \in [0, \frac{\pi}{2}]$ is

$$
\begin{align*}
E[\chi_r](\theta, \theta + \Delta \theta, z] &= 1 \times \frac{2 \text{Area}(A_{a1} \cup B_{a1})}{2 \text{Area}(A \cup B)} \frac{1 - r^2}{(z^2 - \cos^2 \theta + \sin^2 \theta)}
\end{align*}
$$

C. Proof of (14)

Let angle $\beta$ denote $\angle OTB$ (or $\angle OTC$) and $y$ denote $|TB|$ (or $|TC|$) in Figure 6 (b). From trigonometric formula, we have

$$
|TB|^2 = y^2 + z^2 - 2yz \cos \beta.
$$

Since the solution $y$ of the above equation is

$$
\begin{align*}
y &= z \cos \beta \pm \sqrt{r^2 - z^2 \sin \beta},
\end{align*}
$$

lengths $|TB|$ and $|TC|$ are expressed as

$$
\begin{align*}
|TB| &= z \cos \beta - \sqrt{r^2 - z^2 \sin \beta} \\
|TC| &= z \cos \beta + \sqrt{r^2 - z^2 \sin \beta}.
\end{align*}
$$

Hence, for infinitesimal $\Delta \beta$ and $0 \leq \beta \leq \arcsin \left( \frac{r}{z} \right)$, $\text{Area}(B_{a2})$ for $\theta \in [0, \frac{\pi}{2}]$ is expressed as

$$
\begin{align*}
\text{Area}(B_{a2}) &= \int_{\frac{\beta - \Delta \beta}{2}}^{\frac{\beta + \Delta \beta}{2}} |BC|_\alpha \text{path of } H_\alpha d\alpha \\
&= [BC]_\beta |TH| \Delta \beta \\
&= 2\sqrt{r^2 - z^2 \sin \beta} (z \cos \beta) \Delta \beta \\
&= 2\sqrt{r^2 - \cos^2 \beta} \sqrt{z^2 - \cos^2 \beta} \Delta \beta \\
&= 2\sqrt{r^2 - \cos^2 \beta} \sqrt{z^2 - \cos^2 \beta} \frac{\sin \theta \Delta \theta}{\sqrt{z^2 - \cos^2 \theta}},
\end{align*}
$$

(21)

where $H$ is the middle point of line segment $BC$, as in Figure 6 (b), and $|BC|_\beta$ is the length of line segment $|BC|$ when angle $\angle OTH$ is $\beta$. 
Similarly to Area(\(B_{\Delta 2}\)), we have

\[
\text{Area}(B_{\Delta 3}) = \frac{1}{2} (TD)^2 \Delta \beta - \frac{1}{2} (TC)^2 \Delta \beta = \frac{1}{2} \left( \frac{1}{2} r^2 + 2 \sin \theta \sqrt{z^2 - \cos^2 \theta} \right) - 2 \sqrt{r^2 - \cos^2 \theta \sqrt{z^2 - \cos^2 \theta}} \frac{\sin \theta \Delta \theta}{\sqrt{z^2 - \cos^2 \theta}} \tag{22}
\]

From (19), (21), and (22), when the first node \(T\) falls out of the circle with radius \(r\), the conditional expectation \(E[\chi_T(\theta, \theta + \Delta \theta), z] \) of the number of points \(\chi_T\) for \(\theta \in [0, \frac{\pi}{2}]\) is

\[
E[\chi_T(\theta, \theta + \Delta \theta), z] = 1 \times \frac{2 \text{Area}(B_{\Delta 2})}{2 \text{Area}(A \cup B)} + 2 \times \frac{2 \text{Area}(B_{\Delta 3})}{2 \text{Area}(A \cup B)} = (1 - \frac{1}{2} r^2 + 2 \sin \theta \sqrt{z^2 - \cos^2 \theta} - \sin^2 \theta)
\]

\[
\frac{z^2 - \cos^2 \theta + \sin^2 \theta}{\sqrt{z^2 - \cos^2 \theta}}
\]
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