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ABSTRACT
This work proposes a frequency domain turbo equalizati®T¢E)
scheme for the reception of transmissions that employ giasti
sideband modulation and punctured trellis coding, as fipddy
the ATSC North American terrestrial digital television (B)lstan-
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iteratively [10]. For DTV applications, FDTE is further cqti
cated by the ATSC's use of 8-ary vestigial sideband mochnati
(8-VSB) and punctured trellis coding. Thus, we propose a&hov
FDTE scheme suitable for non-CP 8-VSB modulation and punc-
tured trellis coding. Through numerical comparisons, we firat

dard. The proposed FDTE scheme enables low-cost and high perthe proposed scheme gives simultaneous performance and com

formance reception of highly impaired DTV signals. Through
merical simulation, we demonstrate that our FDTE schenmaeput
forms the traditional joint DFE/decoding approach at atfoacof
the implementation cost.

1. INTRODUCTION

The performance of ATSC [1] digital television (DTV) recerg
has been steadily increasing over the last decade [2, 3eiWes
have become increasingly reliable in difficult channel dtods,
such as indoor reception in urban settings, where densépamhit
can heavily impair the transmitted signal. The currenestdtthe-
art ATSC reception scheme employs decision feedback eguali
tion (DFE) [4,5]. To handle difficult channels, receiver qaexity—
in particular, the DFE filter length—has increased signiftba
While first-generation ATSC receivers typically employe&Es
with 100 forward and400 feedback taps, current-generation re-
ceivers typically employ DFEs with00 forward and600 feed-
back taps. If broadcasters adopt the use of repeaters aritutisd
transmitters to increase coverage [6], then further irse#n filter
lengths can be expected.

plexity gains over time-domain DFE reception.

The paper is organized as follows. Section 2 briefly dessribe
the communication system model. Section 3 details the pielti
stages of our FDTE algorithm, including cyclic-prefix restiion
(CPR), minimum mean square error equalization (MMSE), tepda
of priori information, and block overlapping. Section 4 quames
our FDTE to time-domain DFE using a channel model that is com-
monly employed for DTV receiver evaluation.

In this paper, we use upper (lower) bold face notation for ma-
trices (column vectors)l,, for thep x p identity matrix,0ns x n
for the M x N zero matrix, and x for the N x 1 vector of ones.
We useD(a) for the diagonal matrix witle as its diagonal, and
diag(-) to denote the extraction of the main diagonal of a matrix.
Finally, we useA*, AT and A" to denote the conjugate, trans-
pose, and Hermitian transpose Af respectively.

2. SYSTEM MODEL

Consider a VSB modulated system where a stream of reale/alue
finite-alphabet symbolgs,} is transmitted over a noisy linear
time-varying (LTV) multipath channel. The channel, indhugl

This work proposes a new ATSC receiver architecture basedhe effect of VSB pulse shaping, can be described by the dider

on frequency domain turbo equalization (FDTE). Turbo eigaal
tion [7, 8] is an iterative reception scheme whereby the kzpra
and decoder iteratively exchange soft information as a coaap
tionally efficient means of jointly exploiting channel stture and
code structure. While the first turbo-equalization scheeras
ployedmaximum a posterioifiMAP) equalization [7], it has been
suggested more recently to employ linear equalization éon-c
plexity reduction [8]. For channels with large delay spreadhich
commonly encountered in DTV applications, even linear égaa
tion can be quite costly when implemented in the time domain,
as suggested by DFE filter lengths mentioned earlier. Fdn suc
channels, it might be more effective to consider frequeshaytain
equalization (FDE), which leverages fast circular contiotuvia

the FFT to drastically reduce the cost of implementing lohg fi
ters [9]. With non-CP single-carrier transmissions, FDEam-
plicated by the need for both inter-block interference YIB&n-
cellation and CP reconstruction, though these can be peefdr
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complex-valued impulse responék,. ; }1—,, whereh,,; denotes
the timen response to an impulse applied at time- [. Such a
system yields the complex-valued observatifns},

L

Tn = § hn,lsnfl + vn.
=0

@)

where{v,, } is assumed to be circular white Gaussian noise (CWGN)
with mean zero and variane€. Since two real-valued observa-
tions are made for every real-valued symbg| one might con-
sider (1) to be oversampled by a factor of two.

For our FDTE scheme, we assume block-wise processing with
block lengthN. In fact, we focus on overlapping blocks, with
block interval Np < N. Furthermore, we assume that the chan-
nel is time-invariant over the duration of a single blockr Eon-
venience, we define the block-based quantitieS) = rin, +n,
hl(l) = hiND,l1 Sn(l) = SiNp+n, andl/n(i) = ViNp+n, and
their vector counterparts(i) := [ro(¢),71(2),...,r~n—1(2)], (i) :



[s0(8),51(4), ..., sn—1(3)], h() := [ho(i), ha (i), ... An-1()],
andv (i) = [vo(i),v1(i),...,vn—1(2)]. Thus, the signal re-
ceived during theé-th block can be expressed as

v+ hi(i)sni (i)
=0 ., 0<n<L,
ra(@) =< + Y hli)s<nisy(i—1) @)
l:n+1L
v+ hu(i)sni(d), L<n<N,
=0

where< n >y denotesn modulo N. Note that the samples
{r(i)}YEZ} contain inter-block interference (IBI) from(i — 1).

3. FREQUENCY DOMAIN TURBO EQUALIZATION

Figure lillustrates the steps involved for FDTE receptisheach
iterationm, the FDTE performs the following steps:

1. Perform IBI cancellation and CP reconstructioni@i) to
obtainr$y (i).

2. Transform the CP-restored time-domain observatﬁgﬁ (2)
to the frequency domain observati@h™ (i) via FFT.

3. Calculate MMSE-based virtual subcarrier estim&&’é@(i)
assuming prior mearS™ " (i) and variances ™" ().

4. Transform the virtual subcarrier estimat&” () to the
time-domain symbol estimaté$™ (i) via inverse FFT.

5. Generate conditional probabilities fro#fi™ (i) and use as
priors for MAP decoding.

6. Perform MAP decoding.
7. Update the virtual-subcarrier statisti8” (1), v{™ (), and
5™ (i) using the MAP decoder outputs.
We now describe several of these steps in detail.

(i) 60 @™ G) O RI0! 8" i)
IBI Cancelation MMSE MAP
CP Restoration Estimator IFFT Decoder
Update -

Priors

50 (3) {p(sn = 53" (i) }ses

Fig. 1. The proposed frequency domain turbo equalizer.

3.1. 1Bl Cancellation and CP Restoration

As in[11], we perform IBI cancellation witk3,, (¢ — 1) }, the final
estimates of previous-block symbols, and CP reconstnuatith

{52’”*1) (7)}, the most recent estimates of current-block symbols.

L
ra(i) = Y hu(i)d<n—isy (i — 1)

l=n-+1

0<n<L
(m) -\ _ L ’ = )
Teprn (7') - N —(m—1 .
+ Y @, 6)
l=n+1
rn (L) L <n<N.
®3)

Whenm = 1, 5™~ (i) is replaced by a linear estimate ofi)
obtained fromr (i + 1) andr (¢) as specified in [13].

3.2. MMSE Estimation of Virtual Subcarriers

We assume that CP restoration has been perfectly execotttits

ré})’,‘)(i) can be considered as a noise-corrupted output of a cir-
cular convolution between the chanrfe{:) and the transmitted
symbolss(i). For notational brevity, the symbol indeX) and
iteration index” will be suppressed for the remainder of this
section. Assuming perfect CPR, the time-domain system mode
can be rewritten in matrix form as

rer = C(h)s+v, 4
whereC (h) denotes the circulant matrix with first colunhn Tak-
ing the discrete Fourier transform (DFT) of (4), we obtain

xr =

D(g)t + w, (5)

wherez, g, t andw denote DFTSs of¢pr, b, s andv, respectively.
We refer to the elements inasvirtual subcarriers

In our VSB model, the time-domain symbaisire real valued,
so that the virtual subcarriers exhibit conjugate symmety,

tn, nef{0, %
ty = Q" T (6)
tN*”’ TLG{ )Ly y g }
Using this fact, (5) can be rewritten withe C™/:
r = Hi+w, @)
to+jtn n=0
t = {t el x_n ®)
n )
_Ag%go 0 0 T
0 g1 0
0 0
0 e 0 gn
= 2
"= |agng 0 0 ©)
0 IN—1 0
0 0
0 0 gy,
4 = ( |90|2+|9%|2)7 : (10)
where
Algyxo +jgory) n=0
Tn ne{l,....,.Z -1}
= Tk 4 jgia 11
n A(g%xo—b-jgox%) n=1% (11)
Tiy ., ne{f+1,...,N-1}
Algywo +jgowy) n=0
Wn nel{l,....,5 -1}
= Wk 4+ jgiws 12
w, A(g%wo —|—]g0w%) n:% ( )
Wiy ne{f+1,...,N -1}
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Note thatA is chosen so tha&t{ww® } = oI y. Essentially, (7)



removes the redundancy inherent in the VSB system model (5).

We note that, with bandlimited VSB pulse shapes, some @ritrie
x may contain little signal energy. To reduce complexity,sthe
elements could be ignored when estimatingDoing so would
require only that certain rows be omitted fragmnw, and7.

We use a linear MMSE technique to estimate the virtual sub-
carrier vectort. In doing so, we incorporate prior statistics on
t (i.e., mean and covariance) calculated from the MAP decoder
outputs during the previous iteration. To reduce compyekiow-
ever, the elements ihhare assumed uncorrelated. In this case, the
MMSE estimate ot € C"/2? becomes

(13)

t+ F(z —Ht)
1
(14)

D(v )R (HD(v)H" +o*In) ",

M

wheret := E{t} andv, := diag(E{(t — £)(t —£)”}). For the
first iteration, we set(i) = 0 andwv,(i) = 1. Due to the sparse
structure ofH, (13) can be computed via

* * 0'2 n
Agy 902y + Agy gozy + -t

. ., k=0
; 24295 gol* + 7~
ty = (15)
IrTk + IN-kTN g + ﬁik
, k#0
9812 + lgn—k[2 + 2=
(16)
wherev;, = [v¢],. ¢Fromi, we reconstruct via (6) and (8).

3.3. Generation of MAP Inputs

The soft information that is passed to the MAP decoder is com-
puted from the conditional probabiliti€® (5, |s» = s)}ses, where

S denotes the symbol alphabet. Here we describe how these con-

ditional probabilities are generated from the equalizepots, and
how they are passed to the decoder.

Assuming Gaussian-distributed symbol estimation error,

~ _ _ 1 (én - Un,s)2
p(8nlsn =s) = \/ﬁ exp <— 202, (17)
Un,s = E{gnlsn = 5} (18)
0721,3 = var{8,|s, = s}. (19)
It can be shown that,, s andafzvs can be calculated as
N—-1
L (s—350)
Un,s = Sn+ N di; (20)
k=0
. N-1 0_2 N-—1
U’EL,S - Nn di + N bk7 (21)
k=0 k=0
wheres,, := E{sn}, vs,, := var{s,}, and
2400 01 ke {0, N/2}
_ € {0,
242 242
di = |gNgO| + 0 (22)
o + ool kg {0,N/2)
lgkl® + lgn—k|* + 7=

Uty

2A2|9N90|2

k e {0,N/2}
o | CF T -
|gk| + lgn—&|?
. e K {0.N/2)
(lge 2 + lgv—rl? + =)
N 1
Un = szsk' (24)

k#n

With punctured trellis coding, a subset of the bits that dete
mine each symbol are left uncoded, and this influences the way
that soft information is passed to and from the MAP decodet. L
us represent, € S via s, = [cn, bn], Wheree,, € {0,1}™ and
b, € {0,1}™ are vectors of coded and uncoded bits, respectively.
Since the ATSC standard does not employ interleaving, we wil
not assume that the bits ir), are independent. As a result, we
pass{p(s.|c. = ¢),Vc} to the MAP decoder, where

p(3nlen = ¢)

> " p(3nlen = ¢,by = b)P(by =blc, =c) (25)
b

Zp Snlen =, b, =b)27™ (26)

Y

seS(c)

27)

(8n]sn = 5)

and whereS(c) denotes the subset Sfcorresponding to bits.

3.4. Updateof Virtual Subcarrier Statistics

MAP decoding yields the posterior probabilitieB (¢, = ¢|3), Ve},
which can be combined with information on the uncoded bits to
update the symbol means and variances for use in the next turb
iteration. With the correspondenee= [c, b], we have

P(s8) = P(ble,3)P(c|3) 28)
- p(.§|c) P( | ) (29)
_ p(8]b, c)P(b|c) ol
- Zb/ p(élb/7C)P(bl|C) P( | ) (30)
- PGl pels), (31)

> srese) P(8ls')

where we used the shorthaitib|c, §) = P(b, = blc, = ¢, §).
For (31), we assumed th&t(b,, = b|c.. = ¢) is uniform overb.

The posteriord P(s» = s|3)}ses from (31) are then used to
update the mean and variancesgfas follows.

Sn = E{sn]8} = > sP(sn = s[3) (32)
sES

Vs, = var{s,|§} = Z|8—§n|2P(sn:s|§). (33)
sES

Assuming that{s, } are uncorrelated, the mean and variance of
the virtual sub-carrier$t,, } become

t .= E{t} = (34)
v, = diag(B{(t —D)(t —1)"}) (35)
= diag(W D(v. )W), (36)



whereWy, ,, = \/Lﬁe*jL?\'fm. Since (36) implies that all the ele-
ments inv; are identical, the variance calculation can be simplified
to

Uiy, (37)

] Nl
=W szn, Vk.

n=0

3.5. Block Overlapping

Due to causal channel dispersion and lack of CP, the symleals n
the end of the block contribute little energy to the obséovatAs

a result, these symbols are prone to estimation errors. ré&igu
demonstrates this behavior by plotting symbol error rateRB
versus symbol index within the block. Two traces are plottece
for the first turbo iteration and one for the fifth. There we ge#t
the end-of-block errors remain after several iteratiodsuigh the
CP restoration procedure attempts to mitigate this propidwm
CP restoration procedure itself relies on end-of-block lsyhesti-
mates, and these fail to converge to reliable values.

10
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Fig. 2. Symbol error rate versus index within the block. The simu-
lation used channeli#from Table 1 with SNR*8dB, N = 2048,
L = 511, and an average d000 blocks.
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Fig. 3. The block overlapping process. Symbol estimates from the
shaded part of the block are retained as final estimates.

Np

For our performance comparison, we used the three propaga-
tion models summarized in Table 1. These were chosen sitoilar
the ATSC R2.2 ensembles from [18]. Six paths were employed,
each with a different delay, and with either a constant pléfset
or a single-sided Doppler frequency spread gf= 100Hz. With
the ATSC sampling rat&; * = 10.76MHz, this corresponds to
a normalized Doppler spreafbTs = 0.00001. The relative at-
tenuations of the reflected paths vary among the three patipag
models in Table 1; channel #1 is the least selective chami2el,
is the most time-selective, and #3 is the most frequencyctete
To create the{h,,; }1—,, We generated propagation responses us-
ing Jakes method [19] and convolved them with the VSB pulse
responses, using an overall channel ordek of 511.

We assumed aB-VSB modulated single-carrier system (i.e.,
no CP) that used rat2/3 Ungerboeck coding with constraint length
3[17]. The receivers were assumed to have perfect channellkno
edge of the channel response during the middle of é&dbngth
block. For FDTE, we usedN = 2048 and Np = N/2, and
we reconstructed a CP of length For DFE-VD, we updated the
filter coefficients once everyp symbols, and we used a feed-
forward filter of lengthNV; = 2(L + 1) and a feedback filter of
length L. The feedback filter length allows perfect post-cursor ISI
cancellation, and the feedforward filter length was chosethat
further increases yielded little improvement in BER periance.
The DFE-VD decoding delay wai).

Figure 4 shows the BER performance of FDTE and DFE-VD.
For these results, we average@D realizations ofl0 contiguous
data blocks preceded by a pilot block (to prevent error pyapa

Because a high end-of-block SER appears to be unavoidable fion)- From Fig. 4, we can see that, afteiterations, FDTE out-

we treat end-of-block symbol estimates as tentative, rathen
final, estimates. To do this, we employ the block overlappéuip-
nique in Fig. 3, where only the firs¥p (out of N) symbol esti-
mates are retained as final estimates. As a result of thisapyer
the overall computational complexity of FDTE scheme insesa
by the factorN/(N — Np). A similar block-overlap technique
was applied in [15, 16].

4. NUMERICAL RESULTS

In this section, we compare the performance and compleXity o
the proposed FDTE with that of the DFE-plus-Viterbi-decmyi
(DFE-VD) method proposed by Ariyavisitakul and Li [12] with
the fast DFE filter update proposed by Al-Dhahir and Cioffi][20
In the DFE-VD scheme, the (delayed) Viterbi estimates addde
adequately-delayed DFE feedback taps, while sub-optiymaibel-
by-symbol decisions are fed to the DFE feedback taps carresp
ing to shorter delays.

performs DFE-VD byldB (in SNR) approximately.

Table 2 specifies the cost to generate symbol estimates for
fast DFE-VD (with feedback filter lengtli) and for FDTE (per
iteration). Figure 5 plots DFE-VD and FDTE complexity foeth
same design choices used in Fig. 4, i.e., FDTE with CP lefAgth
N = 4(L + 1), Np = N/2, and5 iterations; and DFE-VD with
Ny = 2(L + 1). We see that, when the channel ordet> 64,
the FDTE is cheaper to implement than the fast DFE-VD. Reakti
DTV receivers need to handle channels of ortles 511, in which
case the FDTE is an order of magnitude cheaper than DFE-VD.

5. CONCLUSIONS

We presented a FDTE scheme suitable for VSB modulation with
punctured trellis coding, as is used in the ATSC DTV standard
Simulations show that it outperforms the fast DFE-VD apploa
while maintaining up to an order-of-magnitude lower cormjiie



Table 1. DTV Propagation Models.
| pathdelay [[~1.8us] 0us[0.15us] 1.8us [ 5.7us [ 39.8us|
cha gain|| —8dB |0 dB| -3dB|—4dB|—-3 dB|—12 dB
#1 |Doppler|| 125° | 0° | 80° | 45° |100 Hz| 90°
cha gain|| —8dB |0 dB| -3dB|—4dB|—-3dB|—12 dB
#2 |Doppler|| 100 Hz| 0° |100 Hz|100 Hz|100 Hz| 100 Hz
cha gain|| —3dB |0 dB|—-1dB|—-1dB|—-3dB| —9dB
#3 |Doppler|| 125° | 0° | 80° | 45° |100 Hz| 90°

Channel 1 Channel 2 Channel 3

10 T 10 T T T 10 T T T

T T
—o— FDTE_lter3
—*— FDTE_lter5
— — —DFE_WD

10° L L L -5 L L L 10° L L L
10 12 14 16 18 10 12 14 16 18 10 12 14 16 18
SNR SNR SNR

Fig. 4. BER performance for different test channels.

Table 2. Computational Complexity (pe¥p symbols).
| algorithm]] real x | real+ [exp|log]
FDTE 545N + 6N log(N) 4+ 11 | 6.5N +3 |12N |[4N
14Ny L + 30.5Ny + 0.5N7

DFE-VT +2Nf+2N2fND+LND 2Nf+ND 0 0
+8Np — L2 —12L — 21
s Complexity Comparison.
10 T T T T T
& DFE_VT
—=— FDTE
B 10°F 4
€
@ o
g
& ¢
s _—
2 N )l
¢
&
10° : : : : :
0 100 200 300 400 500

Channel Length

Fig. 5. Computational complexity (per symbol).
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