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Abstract

Inference involving the generalized linear model is an important problem in signal processing and machine learning. In the first part of this dissertation, we consider two problems involving the generalized linear model. Specifically, we consider sparse multinomial logistic regression (SMLR) and sketched clustering, which in the context of machine learning are forms of supervised and unsupervised learning, respectively. Conventional approaches to these problems fit the parameters of the model to the data by minimizing some regularized loss function between the model and data, which typically is performed by an iterative gradient-based algorithm. While these methods generally work, they may suffer from various issues such as slow convergence or getting stuck in a sub-optimal solution. Slow convergence is particularly detrimental when applied to modern datasets, which may contain upwards of millions of sample points. We take an alternate inference approach based on approximate message passing, rather than optimization. In particular, we apply the hybrid generalized approximate message passing (HyGAMP) algorithm to both of these problems in order to learn the underlying parameters of interest. The HyGAMP algorithm approximates the sum-product or min-sum loopy belief propagation algorithms, which approximate minimum mean squared error (MMSE) or maximum a posteriori (MAP) estimation, respectively, of the unknown parameters of interest. We first apply the MMSE and
MAP forms of the HyGAMP algorithm to the SMLR problem. Next, we apply a simplified form of HyGAMP (SHyGAMP) to SMLR, where we show through numerical experiments that our approach meets or exceeds the performance of state-of-the-art SMLR algorithms with respect to classification accuracy and algorithm training time (i.e., computational efficiency). We then apply the MMSE-SHyGAMP algorithm to the sketched clustering problem, where we also show through numerical experiments that our approach exceeds the performance of other state-of-the-art sketched clustering algorithms with respect to clustering accuracy and computational efficiency. We also show our approach has better clustering accuracy and better computational efficiency than the widely used K-means++ algorithm in some regimes.

Finally, we study the problem of adaptive detection from quantized measurements. We focus on the case of strong, but low-rank interference, which is motivated by wireless communications applications for the military, where the receiver is experiencing strong jamming from a small number of sources in a time-invariant channel. In this scenario, the receiver requires many antennas to effectively null out the interference, but this comes at the cost of increased hardware complexity and increased volume of data. Using highly quantized measurements is one method of reducing the complexity of the hardware and the volume of data, but it is unknown how this method affects detection performance. We first investigate the effect of quantized measurements on existing unquantized detection algorithms. We observe that unquantized detection algorithms applied to quantized measurements lack the ability to null arbitrarily large interference, despite being able to null arbitrarily large interference when applied to unquantized measurements. We then derive a generalized likelihood ratio test for the quantized measurement model, which again gives rise to a generalized bilinear model.
Via simulation, we empirically observe the quantized algorithm only offers a fraction of a decibel improvement in equivalent SNR relative to unquantized algorithms. We then evaluate alternative techniques to address the performance loss due to quantized measurements, including a novel analog pre-whitening using digitally controlled phase-shifters. In simulation, we observe that the new technique shows up to 8 dB improvement in equivalent SNR.
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Chapter 1: Introduction

In this dissertation we consider a wide variety of inference problems that involve the generalized linear model (GLM). We begin with several motivating examples that stem from the prominence of “Big Data”, where the datasets may be very large and the challenge is to efficiently process the data in a manner that makes useful insights.

Our first example is the feature selection problem in the field of genomics. In this problem one is given gene-expression data from several patients, each patient with a specific (known) disease, and tasked with determining which genes predict the presence of each disease. The challenging aspect of this problem is that the number of features, which in this problem are the potentially predictive genes, is very large (typically tens of thousands of genes), and, due to the cost of obtaining the data, is much larger than the number of gene-expression samples per disease (typically dozens).

Our second application is the classification problem; here we consider document classification as an example. In this problem the goal is to use the relative frequency of the various keywords to predict the subject area of future documents. In order to design a prediction rule, one is given a training dataset where each sample corresponds to a document in a specific, known, subject area, and the features of the sample are the relative frequency of various keywords. Two aspects of this problem that make it
challenging are: 1) the number of different subject areas may be large (more than 10), and 2) designing a decision rule from the dataset may be computationally challenging due to its sheer size. For example, a dataset in this domain may contain hundreds of thousands of samples and each sample contains tens of thousands of features.

Another application is the clustering problem, which is similar to the classification problem, except here the datasets are “unlabeled” and the goal is to partition the samples into their appropriate classes. For example, there may be a large dataset containing images of handwritten digits, where the class corresponds to the digit (0-9), but prior to designing a classifier with this dataset the samples must first be labeled. Labeling by hand is not a feasible option due to the large quantity of samples, and more importantly, in many applications a human may not be able to correctly determine the class. Therefore, an algorithm that can accurately partition the dataset into clusters is desired.

A final application is the detection problem in array processing. Here, one may sample incoming radio signals across both space (using multiple antennas) and time (using multiple temporal snapshots) with the goal of determining the presence or absence of a specific signal while in the presence of corrupting noise and interference. Two practical uses for this problem are in radar and in wireless communications. In radar one emits a known signal and makes estimates of the scene based on properties of the reflected signal, while in communications one user emits a known synchronization signal to another user in order for a connection to be fully established. In these examples, if many antennas (dozens) and time snapshots (thousands) are used, the entire block of data may be quite large and computationally challenging to process.
In addition, practical effects such as quantization, which distort the measured signal, may have a large effect on performance and should be considered in the design.

There are many approaches to tackling the aforementioned problems, some of which involve inference with the GLM. In the sequel, we introduce the GLM and commonly applied maximum likelihood (ML) and maximum a posteriori (MAP) inference framework.

1.1 Introduction to Generalized Linear Models

1.1.1 The Standard Linear Model

Prior to describing the GLM, we first present the standard linear model, given by

\[ y = Ax + w, \]  

where \( y \in \mathbb{R}^M \) is a vector of measurements, \( A \in \mathbb{R}^{M \times N} \) is a known linear operator, and \( w \) is independent and identically distributed (iid) Gaussian noise. Our objective is to infer \( x \). There are various approaches to doing so. Perhaps the most fundamental is the maximum likelihood (ML) estimation framework, which makes no prior assumptions on \( x \) and solves

\[ \hat{x}_{ML} = \arg \max_{x} \log p(y|x) \]  

\[ = \arg \min_{x} \| y - Ax \|_2^2 \]  

\[ = A^+ y, \]  

where \( A^+ \) is the pseudoinverse of \( A \) and (1.3) follows from (1.2) due to the iid Gaussian assumption on \( w \).

The solution given by (1.4) is not always desirable. For example, if \( M < N \), (1.4) is one of infinitely many solutions to Problem (1.2), or it may not be near the true
However, this problem may be circumvented by maximum a posteriori (MAP) estimation, where one specifies a prior \( p(\mathbf{x}) \) that imparts a desired structure on the estimate \( \hat{\mathbf{x}} \). For example, in Compressed Sensing (CS), one hypothesizes that \( \mathbf{x} \) is sparse, i.e., it contains mostly zeros, say \( S < N \) non-zero elements. If \( S < M \), it may be possible to find an accurate estimate \( \hat{\mathbf{x}} \). Therefore, one applies the Laplacian prior \( p(\mathbf{x}) \propto \exp(-\lambda \|\mathbf{x}\|_1) \), which promotes learning a sparse \( \hat{\mathbf{x}} \). This results in the LASSO problem, given by

\[
\hat{\mathbf{x}}_{\text{LASSO}} = \arg \min_{\mathbf{x}} \left\{ \| \mathbf{y} - A\mathbf{x} \|_2^2 + \lambda \| \mathbf{x} \|_1 \right\},
\]

(1.5)

where \( \lambda \) controls the strength of this regularization; the larger \( \lambda \), the more sparse \( \hat{\mathbf{x}}_{\text{LASSO}} \) will be.

### 1.1.2 The Generalized Linear Model

In the standard linear model, the measurements \( \mathbf{y} \) are Gaussian-noise corrupted versions of the “noiseless” measurements \( \mathbf{z} \triangleq A\mathbf{x} \). The GLM instead models \( p(\mathbf{y}|\mathbf{z}) \) as an arbitrary likelihood that need not correspond to additive white Gaussian noise. The objective remains to learn \( \mathbf{x} \), possibly under prior assumptions, while using the arbitrary likelihood \( p(\mathbf{y}|\mathbf{z}) \).

A popular example of the GLM is logistic regression. Logistic regression is one approach to binary linear classification and feature selection. In binary linear classification, one is given \( M \) feature vectors with corresponding binary class labels \( \left\{ \mathbf{a}_m \in \mathbb{R}^N, y_m \in \{-1, 1\} \right\}_{m=1}^M \) with the goal of designing a weight vector \( \mathbf{x} \) that accurately classifies a test feature vector \( \mathbf{a}_0 \), where classification is performed via \( \hat{y}_0 = \text{sgn} \mathbf{a}_0^T \mathbf{x} \). For example, if one considers the genomics problem described in the
first part of this chapter, \( y_m \) may indicate one of two possible disease types, while elements in \( a_m \) represent the expression level of individual genes.

In logistic regression, we model

\[
p(y_m | z_m = a_m^T x) = \frac{1}{1 + \exp(-y_m z_m)},
\]

which takes values between 0 and 1 and models that probability that \( a_m \) belongs to class \( y_m \) with the decision boundary defined by \( x \).

The ML approach to logistic regression is to solve

\[
\hat{x}_{ML} = \arg \max_x \log p(y | z = Ax)
\]

\[
= \arg \max_x \sum_{m=1}^{M} \log \frac{1}{1 + \exp(-y_m a_m^T x)}
\]

where \( a_m^T \) form the rows of \( A \). However, similar to the linear case, issues may arise with \( \hat{x}_{ML} \). For example, if the data is linearly separable, then \( \hat{x}_{ML} \) will be infinite valued.

MAP estimation offers a resolution. For example, a Gaussian prior on \( x \) (which is equivalent to quadratic regularization \( \|x\|_2^2 \)) will prevent the estimate from being infinite valued, even in the linearly separable case. Or, similar to the CS problem, if we can correctly hypothesize that only \( S < M \) features (elements of \( a_m \)) are useful for classification, accurate classification may be achieved by learning an \( S \)-sparse \( \hat{x} \), which may be achieved by incorporating a \( \lambda \|x\|_1 \) regularization, in which case we have

\[
\hat{x}_{MAP} = \arg \max_x \left\{ \log p(y | z = Ax) - \lambda \|x\|_1 \right\}.
\]

Referring back to the genomics problem, feature selection can be performed by looking at the support of sparse \( \hat{x}_{MAP} \).
GLMs with Additional Structure

So far, we have considered problems where \( y_m \) depends only on a scalar \( z_m \). However, there exist GLMs with additional structure. One example is where \( X \in \mathbb{R}^{N \times K} \) and \( y_m \) depends on \( z_m \triangleq X^T a_m \in \mathbb{R}^K \). An example is multinomial logistic regression, which is the multi-class extension of logistic regression. In multinomial logistic regression we still have \( a_m \in \mathbb{R}^N \), but now \( y_m \in \{1, \ldots, K\} \), indicating to which of \( K \) classes \( a_m \) belongs. The probability that \( a_m \) belongs to class \( y_m \in \{1, \ldots, K\} \), given decision boundaries parameterized by \( X \), is now modeled by the “softmax” equation

\[
p(y_m|z_m = X^T a_m) = \frac{\exp([z_m]_{y_m})}{\sum_{k=1}^{K} \exp([z_m]_{k})}
\]

and classification of \( a_0 \) is performed via \( \hat{y}_0 = \arg \max_k [z_0]_k \). Problems involving inference in these types of GLMs are a primary focus of this dissertation.

1.1.3 The Generalized Bilinear Model

The generalized bilinear model is similar to the GLM, except that now \( A \) and \( X \) must both be estimated. One example is binary principal components analysis (PCA) (which is discussed more in Chapter 5), where we have

\[
Y = \text{sgn}(AX + W)
\]

and wish to infer \( A \) and \( X \), possibly under a rank constraint. Assuming elements in \( W \) are iid Gaussian with variance \( \sigma_w^2 \), then

\[
p(Y|A, X) = \prod_{n=1}^{N} \prod_{m=1}^{M} \Phi\left(\frac{y_{nm}z_{nm}}{\sigma_w}\right),
\]

where \( \Phi(\cdot) \) is the standard normal CDF and \( z_{nm} = [AX]_{nm} \). Then, one could solve

\[
\{\hat{A}, \hat{X}\} = \arg \max_{A, X} \log p(Y|A, X) \quad \text{s.t.} \quad \text{rank}(AX) \leq R.
\]
1.1.4 Summary

So far, we have introduced linear and generalized linear models, with various examples. We have also introduced the ML and MAP inference frameworks, where one first has to specify $p(y|z)$. Then, one may specify a regularization $\lambda g(x)$, which corresponds to the prior $p(x) \propto \exp(\lambda g(x))$. Combining these, one can solve

$$\hat{x}_{\text{MAP}} = \arg\max_x \left\{ \log p(y|z = Ax) + \lambda g(x) \right\}. \quad (1.14)$$

There are advantages and disadvantages of this approach. Problem (1.14) is interpretable and convex for many choices of $p(y|z)$ and $g(x)$. However, iterative methods to solve Problem (1.14) may require many iterations to converge, leading to a large computational cost of this approach. This high computational cost is exacerbated when $A$ is large because each iteration is more costly. Additionally, the complexity is further increased when $\lambda$ and hyperparameters associated with $p(y|z)$ must be tuned, where cross-validation (CV) is the standard approach and involves solving Problem (1.14) with multiple subsets of $A$ and multiple hypothesized values of $\lambda$ (and any other hyperparameter). Moreover, Problem (1.14) is just one type of estimation. There are others, such as minimum mean square error (MMSE) that may be more desirable for some problems, but are in general not as numerically tractable as MAP estimation. In the next section we introduce a class of inference algorithms based on Approximate Message Passing that address some of these issues.

1.2 Introduction to Approximate Message Passing

In this section we introduce Approximate Message Passing (AMP), which are a class of algorithms well suited to inference in the linear and generalized linear models.
To address the issues mentioned in Section 1.1.4, approximately a decade ago, the original AMP algorithm of Donoho, Maleki, and Montanari [1] was created for inference with the standard linear model in (1.1). AMP assumes elements in $A$ are iid sub-Gaussian, and requires a separable prior on $x$, i.e., $p_x(x) = \prod_{n=1}^{N} p_x(x_n)$. The AMP algorithm then uses various approximations based on the central limit theorem and Taylor series to approximate MAP or MMSE inference by approximating the sum-product (SPA) or min-sum (MSA) loopy belief propagation algorithms, respectively, on the factor graph associated with (1.1) and $p_x(x)$. AMP was originally applied to the LASSO problem in (1.5) by setting $\log p_x(x_n) = -\lambda|x_n| + \text{const.}$, where it was demonstrated to converge in substantially fewer iterations than existing state-of-the-art algorithms.

However, AMP is restrictive due to its AWGN-only assumption. Subsequently, AMP was extended by Rangan [2] to generalized linear models, yielding the Generalized AMP (GAMP) algorithm. GAMP still requires separable $p_x(x)$, and also requires $p_{y|x|z}(y|z) = \prod_{m=1}^{M} p_{y|z}(y_m|z_m)$, which combine to form the posterior

$$p_{x|y}(x|y) \propto \prod_{m=1}^{M} p_{y|z}(y_m|z_m) \prod_{n=1}^{N} p_x(x_n).$$

(1.15)

AMP and GAMP have several advantages over conventional techniques for inference in the standard and generalized linear models. First, both AMP and GAMP give accurate approximations of the SPA and MSA under large i.i.d. sub-Gaussian $A$, while maintaining a computational complexity of only $O(MN)$. Through numerical simulations, both AMP and GAMP have been demonstrated to be superior to existing state-of-the-art inference techniques for a wide variety of applications. Furthermore, both can be rigorously analyzed via the state-evolution framework, which proves that they compute MMSE optimal estimates of $x$ in certain regimes [3]. Finally, the
GAMP algorithm can be readily combined with the expectation-maximization (EM) algorithm to tune hyperparameters associated with $p_{y|z}$ and $p_x$ online, avoiding the need to perform expensive cross-validation [4].

A limitation of AMP [1] and GAMP [2] is that they treat only problems with i.i.d. estimand $x$ and separable, scalar, likelihood $p(y|z) = \prod_{m=1}^{M} p(y_m|z_m)$. Thus, Hybrid GAMP (HyGAMP) [5] was developed to tackle problems with a structured prior and/or likelihood. Specifically, HyGAMP allows structure on $p_{y|z}$ first mentioned in Section 1.1.2, and allows structure on rows of $X$, provided by the prior $p_x(x_n)$ i.e., HyGAMP assumes the probabilistic model

$$p_x(y(X|y) = \prod_{m=1}^{M} p_{y|z}(y_m|z_m) \prod_{n=1}^{N} p_x(x_n), \quad (1.16)$$

where $p_{y|z}(y_m|z_m) \neq \prod_{k=1}^{K} p_{y|z}(y_m|z_{mk})$, and $x_n^T$ is the $n$th row of $X$ (so, for example, a prior could be constructed to encourage row-sparsity in $X$). The HyGAMP algorithm will be described in more detail in Chapter 2.

Finally, AMP has also been extended to generalized bilinear inference, for example in the BiGAMP [6] and LowRAMP [7,8] algorithms, both of which assume the model

$$p_x(y(X|Y) \propto \left[ \prod_{m=1}^{M} \prod_{k=1}^{K} p_{y|z}(y_{mk}|z_{mk}) \right] \left[ \prod_{n=1}^{N} \prod_{k=1}^{K} p_x(x_{nk}) \right] \left[ \prod_{m=1}^{M} \prod_{n=1}^{N} p_a(a_{mn}) \right], \quad (1.17)$$

but differ in their specific approximation to the sum-product algorithm.

### 1.3 Outline and Contributions

An outline of this dissertation and our research contributions are summarized here.
1.3.1 The HyGAMP Algorithm

First, in Chapter 2 we present the HyGAMP algorithm [5], which is an extension of the GAMP algorithm to the structured \( p(y_m | z_m) \) presented in Section 1.1.2. Similar to GAMP, the HyGAMP algorithm comes in two flavors: SPA-HyGAMP and MSA-HyGAMP, which approximate MMSE and MAP estimation, respectively. Then, we explain the “simplified” version of the HyGAMP algorithm, first presented in [9], (SHyGAMP), which drastically reduces the computational complexity of its implementation and allows this approach to be computationally competitive with existing state-of-the-art approaches for various applications.

1.3.2 Sparse Multinomial Logistic Regression

In Chapter 3 we apply the SPA and MSA HyGAMP algorithms from Chapter 2 to the sparse multinomial logistic regression (SMLR) problem [10]. In this problem we are given training data consisting of feature-vector, label pairs \( \{a_m, y_m\}_{m=1}^M \), \( a_m \in \mathbb{R}^N \), \( y_m \in \{1, ..., K\} \) with the goal of designing a weight matrix \( \hat{X} \in \mathbb{R}^{N \times K} \) that accurately predicts the class label \( \hat{y}_0 \) on the unlabeled feature vector \( a_0 \), via \( \hat{y}_0 = \arg \max_k [\hat{X}^T a_0]_k \). The multinomial logistic regression approach to this problem models the probability that \( a_m \) belongs to class \( y_m \) via

\[
p(y_m | z_m) = \frac{\exp \left( [z_m]_{y_m} \right)}{\sum_{k=1}^K \exp \left( [z_m]_k \right)},
\]

where \( z_m = X^T a_m \). HyGAMP can be applied to this problem by using (1.18) in (1.15). We focus on the regime where \( M < N \) and therefore use a sparsity-promoting prior \( p(X) \). We note that while the MSA-HyGAMP algorithm agrees with the standard MAP estimation technique [10] for this problem, we show that the SPA-HyGAMP approach can be interpreted as the test-error-rate-minimizing
approach to designing the weight matrix $\hat{X}$. Then, we extend both the SPA and MSA HyGAMP algorithms to their SHyGAMP counterparts, after which we show through extensive numerical experiments that our approach surpasses existing state-of-the-art approaches to the SMLR problem in both accuracy and computational complexity.

1.3.3 Sketched Clustering

In Chapter 4 we apply the SPA-SHyGAMP algorithm from Chapter 2 to the sketched clustering problem [11, 12]. The sketched clustering problem is a variation of the traditional clustering problem, where one is given a dataset $D \in \mathbb{R}^{N \times T}$ comprising of $T$ feature-vectors of dimension $N$, and wants to find $K$ centroids $X = [x_1, ..., x_K] \in \mathbb{R}^{N \times K}$ that minimize the sum of squared errors (SSE), where

$$\text{SSE}(X, D) = \frac{1}{T} \sum_{t=1}^{T} \min_k \|d_t - x_k\|_2^2. \quad (1.19)$$

The sketched clustering approach to this problem first “sketches” the data matrix $D$ into a relatively low dimensional vector $y$ via a non-linear transformation. Then, a sketched clustering recovery algorithm attempts to extract $X$ from $y$ instead of $D$.

In Chapter 4, with our particular choice of sketching function, we show how we are able to apply the SPA-SHyGAMP algorithm to this problem. We then show through numerical experiments that our approach, in some regimes, has better accuracy, computational complexity, and memory complexity than k-means, and has better time and sample complexity than the only other known sketched clustering algorithm, CL-OMPR [12].
1.3.4 Adaptive Detection from Quantized Measurements

Finally, in Chapter 5 we shift gears and investigate adaptive detection using quantized measurements. First, we study the effects of using unquantized detection techniques but with quantized measurements. We observe that there is not a significant loss to using quantized measurements, as long as the interference power is small. However, when the interference power is large, the lack of dynamic range in the quantizer eliminates any chance for reliable detection. We then investigate and develop several techniques to improve detection performance in the high-interference regime. First, we consider two basic techniques that are commonly used in conjunction with quantized measurements: dithering and companding. Then, we develop and apply the generalized likelihood ratio test (GLRT) to this problem using the appropriate quantization and noise model, which results in a generalized linear model. We observe this approach does not offer significant improvement, so we conclude with a variety of proposed techniques that are based upon applying an interference-reduction transformation to the data in the analog domain prior to quantization.
Chapter 2: The Hybrid-GAMP Algorithm

In this Chapter, we present a special case\textsuperscript{1} of the hybrid generalized approximate message passing (HyGAMP) algorithm [5] that will later be used to tackle the multinomial logistic regression problem in Chapter 3 and the sketched clustering problem in Chapter 4. The HyGAMP algorithm is an extension of the AMP and GAMP algorithms originally introduced in Section 1.2.

2.1 Model

HyGAMP assumes the probabilistic model

\[
p_{X|y}(X|y) \propto \prod_{m=1}^{M} p_{y|x}(y_m|z_m) \prod_{n=1}^{N} p_x(x_n),
\]

where \(x_n^T\) is the \(n\)th row of \(X \in \mathbb{R}^{N \times K}\) and \(z_m^T\) is the \(m\)th row of \(Z = AX\), where \(A \in \mathbb{R}^{M \times N}\). Under (2.1), the HyGAMP algorithm approximates either

\[
\hat{X}_{\text{MMSE}} \triangleq \mathbb{E}\{X|y\}
\]

or

\[
\hat{X}_{\text{MAP}} \triangleq \arg \max_X \log p_{X|y}(X|y)
\]

\textsuperscript{1}In particular, the “hybrid” in HyGAMP refers to combining approximate message passing with exact message passing. However, we do not use that feature of HyGAMP and therefore do not present it for simplicity. The version of HyGAMP that we present is a simple generalization of the GAMP algorithm (i.e., GAMP and HyGAMP coincide when \(K = 1\)). The “hybrid” modifier is therefore unnecessary, but we retain it to remain consistent with previously published works.
Figure 2.1: Factor graph representations of (2.1), with white/gray circles denoting unobserved/observed random variables, and gray rectangles denoting pdf “factors”.

by approximating the sum-product (SPA) or min-sum (MSA) loopy belief propagation algorithms, respectively, on the factor graph associated with (2.1), which is shown in Figure 2.1. Throughout this document we may use the terms SPA-HyGAMP and MMSE-HyGAMP interchangeably, likewise with MSA/MAP HyGAMP.

2.2 The HyGAMP Algorithm

The HyGAMP algorithm is presented in Table 2.1. It requires matrix $A$ and measurement vector $y$, as well as the distributions $p_{x|r}$ and $p_{z|y,p}$, which are given in (2.4) and (2.5) and depend on $p_x(x_n)$ and $p_{y|z}(y_m|z_m)$, respectively. It also requires initialization $\hat{x}_n(0)$ and $Q_n^x(0)$; we note the specific choice of initialization depends on the application and more details will be given at the appropriate time.

Observe that HyGAMP breaks the $N \times K$ dimensional inference problem into a sequence of $K$-dimensional inference problems, which are shown in Lines 5-9 and 16-20 of Table 2.1. Not surprisingly, in the MAP case, the $K$-dimensional inference problems involve MAP estimation, while in the MMSE case the inference problems require
MMSE estimation. They involve the following approximate posterior distributions on $x_n$ and $z_m$, respectively:

$$p_{x|r}(x_n|\hat{r}_n; Q^r_n) = \frac{p_x(x_n)N(x_n; \hat{r}_n, Q^r_n)}{\int p_x(x'_n)N(x'_n; \hat{r}_n, Q^r_n) \, dx'_n}$$  \hspace{1cm} (2.4)$$

and

$$p_{z|y,p}(z_m|y_m, \hat{p}_m; Q^p_m) = \frac{p_{y|z}(y_m|z_m)N(z_m; \hat{p}_m, Q^p_m)}{\int p_{y|z}(y_m|z'_m)N(z'_m; \hat{p}_m, Q^p_m) \, dz'_m}.$$  \hspace{1cm} (2.5)$$

These distributions depend on the choice of $p_x(x_n)$ and $p_{y|z}(y_m|z_m)$. As we will see in future chapters, these low-dimensional inference problems may be non-trivial to solve for certain choices of $p_x(x_n)$ and $p_{y|z}(y_m|z_m)$.

In the large system limit with iid Gaussian $A$, $\hat{r}_n$ can be interpreted as a Gaussian noise corrupted version of the true $x_n$ with noise distribution $N(0, Q^r_n)$, and similarly $\hat{p}_m$ as a Gaussian noise corrupted version of the true $z_m$ with noise distribution $N(0, Q^p_m)$. Note that in many applications, $A$ is not iid Gaussian, but treating it as such appears to work sufficiently well.

### 2.3 Simplified HyGAMP

Excluding the inference steps in lines 5-9 and 16-20 of Table 2.1, the computational complexity of HyGAMP is $O\left(MNK^2 + (M + N)K^3\right)$, where the “$MNK^2$” term is from line 2, and the “$(M + N)K^3$” term is from lines 11 and 13, where it requires computing $O(M + N)K \times K$ matrix inversions at every iteration. The computational complexity of the inference steps are excluded because they depend on $p_{y|z}$ and $p_x$. However, they may be complicated due to both the form of $p_{y|z}$ and $p_x$ and full covariance matrices $Q^x_n, Q^r_n$, etc.
Require: Mode ∈ \{SPA, MSA\}, matrix \(A\), vector \(y\), pdfs \(p_{x|y}\) and \(p_{z|y, p}\) from (2.4)-(2.5), initializations \(\hat{x}_n(0), Q^x_n(0)\).

Ensure: \(t \leftarrow 0; \hat{s}_m(0) \leftarrow 0\).

1: repeat
2: \(\forall m : Q^p_m(t) \leftarrow \sum_{n=1}^{N} A_{mn} Q^x_n(t)\)
3: \(\forall m : \hat{P}_m(t) \leftarrow \sum_{n=1}^{N} A_{mn} \hat{x}_n(t) - Q^p_m(t) \hat{s}_m(t)\)
4: if MSA then \(\text{for } m = 1 \ldots M\) \n5: \(\hat{x}_m(t) \leftarrow \arg\max_x \log p_{z|x, p}(\hat{x}_m | y_m, \hat{P}_m(t); Q^p_m(t))\)
6: \(Q^x_{m}(t) \leftarrow \left[ - \frac{\partial^2}{\partial x^2} \log p_{z|x, p}(\hat{x}_m(t) | y_m, \hat{P}_m(t); Q^p_m(t)) \right]^{-1}\)
7: else if SPA then \(\text{for } m = 1 \ldots M\) \n8: \(\hat{x}_m(t) \leftarrow E\{z_m | y_m, p_m = \hat{P}_m(t); Q^p_m(t)\}\)
9: \(Q^x_{m}(t) \leftarrow \text{Cov}\{z_m | y_m, p_m = \hat{P}_m(t); Q^p_m(t)\}\)
10: end if
11: \(\forall m : Q^x_m(t) \leftarrow [Q^p_m(t)]^{-1} - [Q^p_m(t)]^{-1} Q^x_m(t) [Q^p_m(t)]^{-1}\)
12: \(\forall m : \hat{s}_m(t+1) \leftarrow [Q^p_m(t)]^{-1} (\hat{x}_m(t) - \hat{P}_m(t))\)
13: \(\forall n : Q^r_n(t) \leftarrow \left[ \sum_{m=1}^{M} A_{mn} Q^x_m(t) \right]^{-1}\)
14: \(\forall n : \hat{r}_n(t) \leftarrow \hat{x}_n(t) + Q^r_n(t) \sum_{m=1}^{M} A_{mn} \hat{s}_m(t+1)\)
15: if MSA then \(\text{for } n = 1 \ldots N\) \n16: \(\hat{x}_n(t+1) \leftarrow \arg\max_x \log p_{x|r}(x_n | \hat{r}_n(t); Q^r_n(t))\)
17: \(Q^r_n(t+1) \leftarrow \left[ - \frac{\partial^2}{\partial x^2} \log p_{x|r}(x_n | \hat{x}_n(t+1); Q^r_n(t)) \right]^{-1}\)
18: else if SPA then \(\text{for } n = 1 \ldots N\) \n19: \(\hat{x}_n(t+1) \leftarrow E\{x_n | r_n = \hat{r}_n(t); Q^r_n(t)\}\)
20: \(Q^r_n(t+1) \leftarrow \text{Cov}\{x_n | r_n = \hat{r}_n(t); Q^r_n(t)\}\)
21: end if
22: \(t \leftarrow t + 1\)
23: until Terminated

Table 2.1: The HyGAMP Algorithm. For clarity, note that all matrices \(Q^x_n, Q^x_m\), etc are \(K \times K\), and vectors \(\hat{x}_n, \hat{z}_m, \hat{p}_m\), etc are \(K \times 1\).

For our work in sparse multinomial logistic regression and sketched clustering, we proposed a simplified HyGAMP (SHyGAMP) in order to be computationally competitive with existing state-of-the-art algorithms for those applications. In SHyGAMP,
we simply force all covariance matrices in Table 2.1, e.g., $Q^x_n$, $Q^p_n$, etc, to be diagonal, e.g., $Q^x_n = \text{diag}\{q^x_{n1}, \ldots, q^x_{nK}\}$. In many applications we have found when we compared SHyGAMP to HyGAMP that SHyGAMP had negligible loss in accuracy, while having a drastic decrease in computational complexity. In particular, the computational complexity of SHyGAMP (excluding the inference steps) is $O(MNK)$. Furthermore, for many choices of $p_y|z$ and $p_x$, using diagonal covariance matrices $Q^x_n$, $Q^r_n$, etc decreases the computational complexity of the inference steps.

2.4 Scalar-variance Approximation

We further approximate the SHyGAMP algorithm using the scalar variance GAMP approximation from [13], which reduces the memory and complexity of the algorithm. The scalar variance approximation first approximates the variances $\{q^x_{nk}\}$ by a value invariant to both $n$ and $k$, i.e.,

$$q^x \triangleq \frac{1}{NK} \sum_{n=1}^{N} \sum_{k=1}^{K} q^x_{nk}. \quad (2.6)$$

Then, in line 2 in Table 2.1, we use the approximation

$$q^p_{mk} \approx \sum_{n=1}^{N} A_{mn}^2 q^x \approx \frac{\|A\|_F^2}{M} q^x \triangleq q^p. \quad (2.7)$$

The approximation (a), after precomputing $\|A\|_F^2$, reduces the complexity of line 2 from $O(NK)$ to $O(1)$. We next define

$$q^s \triangleq \frac{1}{MK} \sum_{m=1}^{M} \sum_{k=1}^{K} q^s_{mk} \quad (2.8)$$

and in line 13 we use the approximation

$$q^r_{nk} \approx \left(\sum_{m=1}^{M} A_{mn}^2 q^s\right)^{-1} \approx \frac{N}{q^s\|A\|_F^2} \triangleq q^r. \quad (2.9)$$
The complexity of line 13 then simplifies from $O(MK)$ to $O(1)$. For clarity, we note that after applying the scalar variance approximation, we have $Q^x_n = q^x I_K \forall \ n$, and similar for $Q'_n$, $Q^p_m$ and $Q^z_m$.

2.5 Conclusion

The HyGAMP algorithm is an extension of the GAMP algorithm to inference problems with additional structure on $p_{y|z}$, notably the case where $p_{y|z}(y_m|z_m) \neq \prod_{k=1}^K p_{y|z}(y_m|z_{mk})$. The HyGAMP algorithm can be applied to many inference problems by appropriately selecting $p_x$ and $p_{y|z}$. However, as we will see in future chapters, for many choices of $p_x$ and $p_{y|z}$, the inference problems in Lines 5-9 and 16-20 of Table 2.1 are non-trivial to compute. Moreover, the HyGAMP algorithm is complicated by the full covariance matrices $Q^x$, etc, and so for practical considerations a simplified version, SHyGAMP, is proposed. In Chapters 3 and 4, we apply the SHyGAMP algorithm to the problems of sparse multinomial logistic regression and sketched clustering, respectively.
Chapter 3: Sparse Multinomial Logistic Regression via Approximate Message Passing

3.1 Introduction

In this chapter, we consider the problems of multiclass (or polytomous) linear classification and feature selection. In both problems, one is given training data of the form \( \{(y_m, a_m)\}_{m=1}^M \), where \( a_m \in \mathbb{R}^N \) is a vector of features and \( y_m \in \{1, \ldots, K\} \) is the corresponding \( K \)-ary class label. In multiclass classification, the goal is to infer the unknown label \( y_0 \) associated with a newly observed feature vector \( a_0 \). In the linear approach to this problem, the training data are used to design a weight matrix \( X \in \mathbb{R}^{N \times K} \) that generates a vector of “scores” \( z_0 \triangleq X^T a_0 \in \mathbb{R}^K \), the largest of which can be used to predict the unknown label, i.e.,

\[
\hat{y}_0 = \arg \max_k [z_0]_k. \tag{3.1}
\]

In feature selection, the goal is to determine which subset of the \( N \) features \( a_0 \) is needed to accurately predict the label \( y_0 \).

\(^2\)Work presented in this chapter is largely excerpted from a journal publication co-authored with Philip Schniter, titled “Sparse Multinomial Logistic Regression via Approximate Message Passing” [9]. We note that a preliminary version of this work was published in the Master’s Thesis authored by Evan Byrne [14]. It is included here as well to include changes made during the peer-review process, and because it forms part of a larger story when combined with the other chapters of this dissertation.
We are particularly interested in the setting where the number of features, \( N \), is large and greatly exceeds the number of training examples, \( M \). Such problems arise in a number of important applications, such as micro-array gene expression \([15, 16]\), multi-voxel pattern analysis (MVPA) \([17, 18]\), text mining \([19, 20]\), and analysis of marketing data \([21]\).

In the \( N \gg M \) case, accurate linear classification and feature selection may be possible if the labels are influenced by a sufficiently small number, \( S \), of the total \( N \) features. For example, in binary linear classification, performance guarantees are possible with only \( M = O(S \log N/S) \) training examples when \( a_m \) is i.i.d. Gaussian \([22]\).

Note that, when \( S \ll N \), accurate linear classification can be accomplished using a sparse weight matrix \( X \), i.e., a matrix where all but a few rows are zero-valued.

### 3.1.1 Multinomial logistic regression

For multiclass linear classification and feature selection, we focus on the approach known as multinomial logistic regression (MLR) \([23]\), which can be described using a generative probabilistic model. Here, the label vector \( y \triangleq [y_1, \ldots, y_M]^T \) is modeled as a realization of a random\(^3\) vector \( y \triangleq [y_1, \ldots, y_M]^T \), the “true” weight matrix \( X \) is modeled as a realization of a random matrix \( X \), and the features \( A \triangleq [a_1, \ldots, a_M]^T \) are treated as deterministic. Moreover, the labels \( y_m \) are modeled as conditionally independent given the scores \( z_m \triangleq X^T a_m \), i.e.,

\[
\Pr\{y = y | X = X; A\} = \prod_{m=1}^{M} p_{y|m}(y_m | X^T a_m),
\]

\(^3\)For clarity, we typeset random quantities in sans-serif font and deterministic quantities in serif font.
and distributed according to the multinomial logistic (or soft-max) pmf:

\[
p_{y|z}(y_m|z_m) = \frac{\exp([z_m]y_m)}{\sum_{k=1}^K \exp([z_m]k)}, \quad y_m \in \{1, \ldots, K\}.
\] (3.3)

The rows \(\mathbf{x}_n^T\) of the weight matrix \(\mathbf{X}\) are then modeled as i.i.d.,

\[
p_X(\mathbf{X}) = \prod_{n=1}^N p_X(\mathbf{x}_n),
\] (3.4)

where \(p_X\) may be chosen to promote sparsity.

### 3.1.2 Existing methods

Several sparsity-promoting MLR algorithms have been proposed (e.g., [10,24–28]), differing in their choice of \(p_X\) and methodology of estimating \(\mathbf{X}\). For example, [10, 25, 26] use the i.i.d. Laplacian prior

\[
p_X(\mathbf{x}_n; \lambda) = \prod_{k=1}^K \frac{1}{2} \exp(-\lambda |x_{nk}|),
\] (3.5)

with \(\lambda\) tuned via cross-validation. To circumvent this tuning problem, [27] employs the Laplacian scale mixture

\[
p_X(\mathbf{x}_n) = \prod_{k=1}^K \int \left[ \frac{\lambda}{2} \exp(-\lambda |x_{nk}|) \right] p(\lambda) \, d\lambda,
\] (3.6)

with Jeffrey’s non-informative hyperprior \(p(\lambda) \propto \frac{1}{\lambda} 1_{\lambda \geq 0}\). The relevance vector machine (RVM) approach [24] uses the Gaussian scale mixture

\[
p_X(\mathbf{x}_n) = \prod_{k=1}^K \int \mathcal{N}(x_{nk}; 0, \nu)p(\nu) \, d\nu,
\] (3.7)

with inverse-gamma \(p(\nu)\) (i.e., the conjugate hyperprior), resulting in an i.i.d. student’s t distribution for \(p_X\). However, other choices are possible. For example, the exponential hyperprior \(p(\nu; \lambda) = \frac{\lambda^2}{2} \exp(-\frac{\lambda^2}{2} \nu) 1_{\nu \geq 0}\) would lead back to the i.i.d. Laplacian distribution (3.5) for \(p_X\) [29]. Finally, [28] uses

\[
p_X(\mathbf{x}_n; \lambda) \propto \exp(-\lambda \|\mathbf{x}_n\|_2),
\] (3.8)
which encourages row-sparsity in $X$.

Once the probabilistic model (3.2)-(3.4) has been specified, a procedure is needed to infer the weights $X$ from the training data $\{(y_m, a_m)\}_{m=1}^{M}$. The Laplacian-prior methods [10,25,26,28] use the maximum a posteriori (MAP) estimation framework:

$$
\hat{X} = \arg\max_X \log p(X|y; A)
$$

$$
= \arg\max_X \sum_{m=1}^{M} \log p(y_m|X^T a_m) + \sum_{n=1}^{N} \log p(x_n),
$$

where Bayes’ rule was used for (3.10). Under $p_X$ from (3.5) or (3.8), the second term in (3.10) reduces to $-\lambda \sum_{n=1}^{N} \|x_n\|_1$ or $-\lambda \sum_{n=1}^{N} \|x_n\|_2$, respectively. In this case, (3.10) is concave and can be maximized in polynomial time; [10,25,26,28] employ (block) coordinate ascent for this purpose. The papers [24] and [27] handle the scale-mixture priors (3.6) and (3.7), respectively, using the evidence maximization framework [30]. This approach yields a double-loop procedure: the hyperparameter $\lambda$ or $\nu$ is estimated in the outer loop, and—for fixed $\lambda$ or $\nu$—the resulting concave (i.e., $\ell_2$ or $\ell_1$ regularized) MAP optimization is solved in the inner loop.

The methods [10,24–28] described above all yield a sparse point estimate $\hat{X}$. Thus, feature selection is accomplished by examining the row-support of $\hat{X}$ and classification is accomplished through (3.1).

### 3.1.3 Contributions

In Section 3.2, we propose new approaches to sparse-weight MLR based on the hybrid generalized approximate message passing (HyGAMP) framework from [13]. HyGAMP offers tractable approximations of the sum-product and min-sum message passing algorithms [31] by leveraging results of the central limit theorem that hold in the large-system limit: $\lim_{N,M \to \infty}$ with fixed $N/M$. Without approximation, both
the sum-product algorithm (SPA) and min-sum algorithm (MSA) are intractable due to the forms of $p_{y|z}$ and $p_x$ in our problem.

For context, we note that HyGAMP is a generalization of the original GAMP approach from [2], which cannot be directly applied to the MLR problem because the likelihood function (3.3) is not separable, i.e., $p_{y|z}(y_m|z_m) \neq \prod_k p(y_m|z_{mk})$. GAMP can, however, be applied to binary classification and feature selection, as in [32]. Meanwhile, GAMP is itself a generalization of the original AMP approach from [1,33], which requires $p_{y|z}$ to be both separable and Gaussian.

With the HyGAMP algorithm from [13], message passing for sparse-weight MLR reduces to an iterative update of $O(M + N)$ multivariate Gaussian pdfs, each of dimension $D$. Although HyGAMP makes MLR tractable, it is still not computationally practical for the large values of $M$ and $N$ in contemporary applications (e.g., $N \sim 10^4$ to $10^6$ in genomics and MVPA). Similarly, the non-conjugate variational message passing technique from [34] requires the update of $O(MN)$ multivariate Gaussian pdfs of dimension $D$, which is even less practical for large $M$ and $N$.

Thus, in Section 3.3, we propose a simplified HyGAMP (SHyGAMP) algorithm for MLR that approximates HyGAMP’s mean and variance computations in an efficient manner. In particular, we investigate approaches based on numerical integration, importance sampling, Taylor-series approximation, and a novel Gaussian-mixture approximation, and we conduct numerical experiments that suggest the superiority of the latter.

In Section 3.4, we detail two approaches to tune the hyperparameters that control the statistical models assumed by SHyGAMP, one based on the expectation-maximization (EM) methodology from [4] and the other based on a variation of the
Stein’s unbiased risk estimate (SURE) methodology from [35]. We also give numerical evidence that these methods yield near-optimal hyperparameter estimates.

Finally, in Section 3.5, we compare our proposed SHyGAMP methods to the state-of-the-art MLR approaches [26, 27] on both synthetic and practical real-world problems. Our experiments suggest that our proposed methods offer simultaneous improvements in classification error rate and runtime.

**Notation:** Random quantities are typeset in sans-serif (e.g., $x$) while deterministic quantities are typeset in serif (e.g., $x$). The pdf of random variable $x$ under deterministic parameters $\theta$ is written as $p_x(x; \theta)$, where the subscript and parameterization are sometimes omitted for brevity. Column vectors are typeset in boldface lower-case (e.g., $y$ or $y$), matrices in boldface upper-case (e.g., $X$ or $X$), and their transpose is denoted by $(\cdot)^T$. $E\{\cdot\}$ denotes expectation and $\text{Cov}\{\cdot\}$ autocovariance. $I_K$ denotes the $K \times K$ identity matrix, $e_k$ the $k$th column of $I_K$, $1_K$ the length-$K$ vector of ones, and $\text{diag}(b)$ the diagonal matrix created from the vector $b$. $[B]_{m,n}$ denotes the element in the $m^{th}$ row and $n^{th}$ column of $B$, and $\|\cdot\|_F$ the Frobenius norm. Finally, $\delta_n$ denotes the Kronecker delta sequence, $\delta(x)$ the Dirac delta distribution, and $1_A$ the indicator function of the event $A$.

### 3.2 HyGAMP for Multiclass Classification

In this section, we detail the application of HyGAMP [13] from Chapter 2 to multiclass linear classification. In particular, we show that the sum-product algorithm (SPA) variant of HyGAMP is a loopy belief propagation (LBP) approximation of the classification-error-rate minimizing linear classifier and that the min-sum algorithm (MSA) variant is an LBP approach to solving the MAP problem (3.10).
3.2.1 Classification via sum-product HyGAMP

Suppose that we are given \( M \) labeled training pairs \( \{(y_m, a_m)\}_{m=1}^{M} \) and \( T \) test feature vectors \( \{a_t\}_{t=M+1}^{M+T} \) associated with unknown test labels \( \{y_t\}_{t=M+1}^{M+T} \), all obeying the MLR statistical model (3.2)-(3.4). Consider the problem of computing the classification-error-rate minimizing hypotheses \( \{\hat{y}_t\}_{t=M+1}^{M+T} \),

\[
\hat{y}_t = \arg \max_{y_t \in \{1, \ldots, D\}} p_{y_t | y_{1:M}}(y_t | y_{1:M}; A), \quad (3.11)
\]

under known \( p_{y|x} \) and \( p_x \), where \( y_{1:M} \triangleq [y_1, \ldots, y_M]^T \) and \( A \triangleq [a_1, \ldots, a_{M+T}]^T \). The probabilities in (3.11) can be computed via the marginalization

\[
p_{y_t | y_{1:M}}(y_t | y_{1:M}; A) = p_{y_t, y_{1:M}}(y_t, y_{1:M}; A) Z_{y}^{-1} \quad (3.12)
\]

\[
= Z_{y}^{-1} \sum_{y \in \mathcal{Y}_t(y)} \int p_{y|x}(y, X; A) \, dX, \quad (3.13)
\]

with scaling constant \( Z_{y}^{-1} \), label vector \( y = [y_1, \ldots, y_{M+T}]^T \), and constraint set \( \mathcal{Y}_t(y) \triangleq \{ \tilde{y} \in \{1, \ldots, K\}^{M+T} \text{ s.t. } [\tilde{y}]_t = y \text{ and } [\tilde{y}]_m = y_m \forall m = 1, \ldots, M \} \), which fixes the \( t \)th element of \( y \) at the value \( y \) and the first \( M \) elements of \( y \) at the values of the corresponding training labels. Due to (3.2) and (3.4), the joint pdf in (3.13) factors as

\[
p_{y|x}(y, X; A) = \prod_{m=1}^{M+T} p_{y|x}(y_m | X^T a_m) \prod_{n=1}^{N} p_x(x_n). \quad (3.14)
\]

The factorization in (3.14) is depicted by the factor graph in Figure 3.1a, where the random variables \( \{y_m\} \) and random vectors \( \{x_n\} \) are connected to the pdf factors in which they appear.

Since exact computation of the marginal posterior test-label probabilities is an NP-hard problem [36], we are interested in alternative strategies, such as those based on loopy belief propagation by the SPA [31]. Although a direct application of the SPA
Figure 3.1: Factor graph representations of (3.14), with white/gray circles denoting unobserved/observed random variables, and gray rectangles denoting pdf “factors”.
is itself intractable when $p_{y|z}$ takes the MLR form (3.3), the SPA simplifies in the large-system limit under i.i.d. sub-Gaussian $A$, leading to the HyGAMP approximation [13] given$^4$ in Table 2.1. Although in practical MLR applications $A$ is not i.i.d. Gaussian,$^5$ the numerical results in Section 3.5 suggest that treating it as such works sufficiently well.

We note from Figure 3.1a that the HyGAMP algorithm is applicable to a factor graph with vector-valued variable nodes. As such, it generalizes the GAMP algorithm from [2], which applies only to a factor graph with scalar-variable nodes. Below, we give a brief explanation for the steps in Table 2.1. For those interested in more details, we suggest [13] for an overview and derivation of HyGAMP, [2] for an overview and derivation of GAMP, [37] for rigorous analysis of GAMP under large i.i.d. sub-Gaussian $A$, and [38, 39] for fixed-point and local-convergence analysis of GAMP under arbitrary $A$.

Lines 19-20 of Table 2.1 produce an approximation of the posterior mean and covariance of $x_n$ at each iteration $t$. Similarly, lines 8-9 produce an approximation of the posterior mean and covariance of $z_m \triangleq X^T a_m$. The posterior mean and covariance of $x_n$ are computed from the intermediate quantity $\hat{r}_n(t)$, which behaves like a noisy measurement of the true $x_n$. In particular, for i.i.d. Gaussian $A$ in the large-system limit, $\hat{r}_n(t)$ is a typical realization of the random vector $r_n = x_n + v_n$ with $v_n \sim \mathcal{N}(0, Q_n(t))$. Thus, the approximate posterior pdf used in lines 19-20 is

$$p_{x|\hat{r}}(x_n|\hat{r}_n; Q_n') = \frac{p_x(x_n)\mathcal{N}(x_n; \hat{r}_n, Q_n')}{\int p_x(x'_n)\mathcal{N}(x'_n; \hat{r}_n, Q_n') \, dx'_n}. \quad (3.15)$$

$^4$ The HyGAMP algorithm in [13] is actually more general than what is specified in Table 2.1, but the version in Table 2.1 is sufficient to handle the factor graph in Figure 3.1a.

$^5$ We note that many of the standard data pre-processing techniques, such as z-scoring, tend to make the feature distributions closer to zero-mean Gaussian.
A similar interpretation holds for HyGAMP’s approximation of the posterior mean and covariance of $z_m$ in lines 8-9, which uses the intermediate vector $\hat{p}_m(t)$ and the approximate posterior pdf

$$p_{z|y,p}(z_m|y_m, \hat{p}_m; Q_m^p) = \frac{p_{y|z}(y_m|z_m)N(z_m; \hat{p}_m, Q_m^p)}{\int p_{y|z}(y_m|z_m')N(z_m'; \hat{p}_m, Q_m^p)dz_m'}. \quad (3.16)$$

### 3.2.2 Classification via min-sum HyGAMP

As discussed in Section 3.1.2, an alternative approach to linear classification and feature selection is through MAP estimation of the true weight matrix $X$. Given a likelihood of the form (3.2) and a prior of the form (3.4), the MAP estimate is the solution to the optimization problem (3.10).

Similar to how the SPA can be used to compute approximate marginal posteriors in loopy graphs, the min-sum algorithm (MSA) [31] can be used to compute the MAP estimate. Although a direct application of the MSA is intractable when $p_{y|z}$ takes the MLR form (3.3), the MSA simplifies in the large-system limit under i.i.d. sub-Gaussian $A$, leading to the MSA form of HyGAMP specified in Table 2.1.

As described in Section 3.2.1, when $A$ is large and i.i.d. sub-Gaussian, the vector $\tilde{r}_n(t)$ in Table 2.1 behaves like a Gaussian-noise-corrupted observation of the true $x_n$ with noise covariance $Q_n^r(t)$. Thus, line 16 can be interpreted as MAP estimation of $x_n$ and line 17 as measuring the local curvature of the corresponding MAP cost. Similar interpretations hold for MAP estimation of $z_m$ via lines 5-6.
3.2.3 Implementation of sum-product HyGAMP

From Table 2.1, we see that HyGAMP requires inverting $M + N$ matrices of size $K \times K$ (for lines 11 and 13) in addition to solving $M + N$ joint inference problems of dimension $K$ in lines 16-20 and 5-9. We now briefly discuss the latter problems for the sum-product version of HyGAMP.

**Inference of $x_n$**

One choice of weight-coefficient prior $p_{x_n}$ that facilitates row-sparse $X$ and tractable SPA inference is Bernoulli-multivariate-Gaussian, i.e.,

$$p_{x_n}(x_n) = (1 - \beta)\delta(x_n) + \beta N(x_n; 0, v I), \quad (3.17)$$

where $\delta(\cdot)$ denotes the Dirac delta and $\beta \in (0, 1]$. In this case, it can be shown [14] that the mean and variance computations in lines 19-20 of Table 2.1 reduce to

$$C_n = 1 + \frac{1 - \beta}{\beta} \frac{N(0; \hat{r}_n, Q_n^T)}{N(0; \hat{r}_n, v I + Q_n^T)} \quad (3.18)$$

$$\hat{x}_n = C_n^{-1} (I + v^{-1} Q_n^T)^{-1} \hat{r}_n \quad (3.19)$$

$$Q_n^\ast = C_n^{-1} (I + v^{-1} Q_n^T)^{-1} Q_n^T + (C_n - 1) \hat{x}_n \hat{x}_n^T, \quad (3.20)$$

which requires a $K \times K$ matrix inversion at each $n$.

**Inference of $z_m$**

When $p_{y|z}$ takes the MLR form in (3.3), closed-form expressions for $\hat{z}_m(t)$ and $Q_m^\ast(t)$ from lines 8-9 of Table 2.1 do not exist. While these computations could be approximated using, e.g., numerical integration or importance sampling, this is expensive because $\hat{z}_m(t)$ and $Q_m^\ast(t)$ must be computed for every index $m$ at every HyGAMP iteration $t$. More details on these approaches will be presented in Section 3.3.2, in the context of SHyGAMP.
3.2.4 Implementation of min-sum HyGAMP

Inference of $x_n$

To ease the computation of line 16 in Table 2.1, it is typical to choose a log-concave prior $p_x$ so that the optimization problem (3.10) is concave (since $p_{y|x}$ in (3.3) is also log-concave). As discussed in Section 3.1.2, a common example of a log-concave sparsity-promoting prior is the Laplace prior (3.5). In this case, line 16 becomes

$$\hat{x}_n = \arg \max_x -\frac{1}{2}(x - \hat{r}_n)^T [Q'_n]^{-1} (x - \hat{r}_n) - \lambda \|x\|_1,$$

(3.21)

which is essentially the LASSO [40] problem. Although (3.21) has no closed-form solution, it can be solved iteratively using, e.g., minorization-maximization (MM) [41].

To maximize a function $J(x)$, MM iterates the recursion

$$\hat{x}^{(t+1)} = \arg \max_x \hat{J}(x; \hat{x}^{(t)}),$$

(3.22)

where $\hat{J}(x; \hat{x})$ is a surrogate function that minorizes $J(x)$ at $\hat{x}$. In other words, $\hat{J}(x; \hat{x}) \leq J(\hat{x}) \forall x$ for any fixed $\hat{x}$, with equality when $x = \hat{x}$. To apply MM to (3.21), we identify the utility function as $J_n(x) \triangleq -\frac{1}{2}(x - \hat{r}_n)^T [Q'_n]^{-1} (x - \hat{r}_n) - \lambda \|x\|_1$. Next we apply a result from [42] that established that $J_n(x)$ is minorized by $\hat{J}_n(x; \hat{x}^{(t)}_n) \triangleq -\frac{1}{2}(x - \hat{r}_n)^T [Q'_n]^{-1} (x - \hat{r}_n) - \frac{1}{2} \left( x^T \Lambda(\hat{x}^{(t)}_n)x + \|\hat{x}^{(t)}_n\|^2_2 \right)$ with $\Lambda(\hat{x}) \triangleq \text{diag}\{||\hat{x}_1||^{-1}, \ldots, ||\hat{x}_D||^{-1}\}$. Thus (3.22) implies

$$\hat{x}^{(t+1)}_n = \arg \max_x \hat{J}_n(x; \hat{x}^{(t)}_n)$$

(3.23)

$$= \arg \max_x x^T [Q'_n]^{-1} \hat{r}_n - \frac{1}{2} x^T \left( [Q'_n]^{-1} + \lambda \Lambda(\hat{x}^{(t)}_n) \right) x$$

(3.24)

$$= \left( [Q'_n]^{-1} + \lambda \Lambda(\hat{x}^{(t)}_n) \right)^{-1} [Q'_n]^{-1} \hat{r}_n$$

(3.25)

where (3.24) dropped the $x$-invariant terms from $\hat{J}_n(x; \hat{x}^{(t)}_n)$. Note that each iteration $t$ of (3.25) requires a $K \times K$ matrix inverse for each $n$. 
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Line 17 of Table 2.1 then says to set \( Q_n \) equal to the Hessian of the objective function in (3.21) at \( \hat{x}_n \). Recalling that the second derivative of \(|x_{nk}|\) is undefined when \( x_{nk} = 0 \) but otherwise equals zero, we set \( Q_n = Q_n^r \) but then zero the \( k \)th row and column of \( Q_n \) for all \( k \) such that \( \hat{x}_{nk} = 0 \).

**Inference of \( z_m \)**

Min-sum HyGAMP also requires the computation of lines 5-6 in Table 2.1. In our MLR application, line 5 reduces to the concave optimization problem

\[
\hat{z}_m = \arg \max_z \left( \frac{1}{2}(z - \hat{p}_m)^T [Q_{m}]^{-1}(z - \hat{p}_m) + \log p_{y|z}(y_m|z) \right). \tag{3.26}
\]

Although (3.26) can be solved in a variety of ways (see [14] for MM-based methods), we now describe one based on Newton’s method [43], i.e.,

\[
\hat{z}_{m}^{(t+1)} = \hat{z}_m^{(t)} - \alpha^{(t)} [H_{m}^{(t)}]^{-1} g_m^{(t)}, \tag{3.27}
\]

where \( g_m^{(t)} \) and \( H_{m}^{(t)} \) are the gradient and Hessian of the objective function in (3.26) at \( \hat{z}_m^{(t)} \), and \( \alpha^{(t)} \in (0, 1) \) is a stepsize. From (3.3), it can be seen that \( \frac{\partial}{\partial z_i} \log p_{y|z}(y|z) = \delta_{y-i} - p_{y|z}(i|z) \), and so

\[
g_m^{(t)} = u(\hat{z}_m^{(t)}) - e_{y_m} + [Q_{m}]^{-1} (\hat{z}_m^{(t)} - \hat{p}_m), \tag{3.28}
\]

where \( e_y \) denotes the \( y \)th column of \( I_K \) and \( u(z) \in \mathbb{R}^{K \times 1} \) is defined elementwise as

\[
[u(z)]_i \triangleq p_{y|z}(i|z). \tag{3.29}
\]

Similarly, it is known [44] that the Hessian takes the form

\[
H_{m}^{(t)} = u(\hat{z}_m^{(t)})u(\hat{z}_m^{(t)})^T - \text{diag}(u(\hat{z}_m^{(t)})) - [Q_{m}]^{-1}, \tag{3.30}
\]
which also provides the answer to line 6 of Table 2.1. Note that each iteration $t$ of (3.27) requires a $K \times K$ matrix inverse for each $m$.

It is possible to circumvent the matrix inversion in (3.27) via componentwise update, i.e.,

$$z^{(t+1)}_{mk} = z^{(t)}_{mk} - \alpha^{(t)} g^{(t)}_{mk} / H^{(t)}_{mk},$$

(3.31)

where $g^{(t)}_{mk}$ and $H^{(t)}_{mk}$ are the first and second derivatives of the objective function in (3.26) with respect to $z_k$ at $z = \hat{z}^{(t)}_m$. From (3.28)-(3.30), it follows that

$$g^{(t)}_{mk} = p_{y|z}(k|\hat{z}^{(t)}_m) - \delta_{ym-k} + \left[[Q^p_m]^{-1}\right]_{::,k} (\hat{z}^{(t)}_m - \hat{p}_m)$$

(3.32)

$$H^{(t)}_{mk} = p_{y|z}(k|\hat{z}^{(t)}_m)^2 - p_{y|z}(k|\hat{z}^{(t)}_m) - \left[[Q^p_m]^{-1}\right]_{kk}.$$  

(3.33)

### 3.2.5 HyGAMP summary

In summary, the SPA and MSA variants of the HyGAMP algorithm provide tractable methods of approximating the posterior test-label probabilities $p_{y_t|y_{1:M}}(y_t|y_{1:M}; A)$ and computing the MAP weight matrix $\hat{X} = \arg\max_X p_{y_{1:M}, X}(y_{1:M}, X; A)$ respectively, under a separable likelihood (3.2) and a separable prior (3.4). In particular, HyGAMP attacks the high-dimensional inference problems of interest using a sequence of $M + N$ low-dimensional (in particular, $K$-dimensional) inference problems and $K \times K$ matrix inversions, as detailed in Table 2.1.

As detailed in the previous subsections, however, these $K$-dimensional inference problems are non-trivial in the sparse MLR case, making HyGAMP computationally costly. We refer the reader to Table 3.1 for a summary of the $K$-dimensional inference problems encountered in running SPA-HyGAMP or MSA-HyGAMP, as well as their
Table 3.1: A summary of the $D$-dimensional inference sub-problems encountered when running SPA-HyGAMP or MSA-HyGAMP, as well as their associated computational costs. ‘CF’ = ‘closed form’, ‘NI’ = ‘numerical integration’, ‘MM’ = ‘minorization-maximization’, and ‘CWN’ = ‘component-wise Newton’s method’. For the NI method, $T$ denotes the number of samples per dimension, and for the MM and CWN methods $T$ denotes the number of iterations.

### 3.3 SHyGAMP for Multiclass Classification

As described in Section 3.2, a direct application of HyGAMP to sparse MLR is computationally costly. Thus, in this section, we propose a simplified HyGAMP (SHyGAMP) algorithm for sparse MLR, whose complexity is greatly reduced. The simplification itself is rather straightforward: we constrain the covariance matrices $Q'_n$, $Q'_x$, $Q'_p$, and $Q'_z$ to be diagonal. In other words,

$$Q'_n = \text{diag}\{q'_{n1}, \ldots, q'_{nK}\},$$

and similar for $Q'_x$, $Q'_p$, and $Q'_z$. As a consequence, the $K \times K$ matrix inversions in lines 11 and 13 of Table 2.1 each reduce to $K$ scalar inversions. More importantly, the
$K$-dimensional inference problems in lines 16-20 and 5-9 can be tackled using much simpler methods than those described in Section 3.2, as we detail below.

We further approximate the SHyGAMP algorithm using the scalar variance GAMP approximation from [13], which reduces the memory and complexity of the algorithm, which we described in detail in Section 2.4.

### 3.3.1 Sum-product SHyGAMP: Inference of $x_n$

With diagonal $Q'_n$ and $Q''_n$, the implementation of lines 19-20 is greatly simplified by choosing a sparsifying prior $p_x$ with the separable form $p_x(x_n) = \prod_{k=1}^K p_x(x_{nk})$. A common example is the Bernoulli-Gaussian (BG) prior

$$p_x(x_{nk}) = (1 - \beta_k)\delta(x_{nk}) + \beta_d\mathcal{N}(x_{nk}; m_k, v_k I).$$ \hfill (3.35)

For any separable $p_x$, lines 19-20 reduce to computing the mean and variance of the distribution

$$p_x|_r(x_{nk}|\tilde{r}_{nk}; q_{nk}) = \frac{p_x(x_{nk})\mathcal{N}(x_{nk}; \tilde{r}_{nk}, q_{nk})}{\int p_x(x'_{nk})\mathcal{N}(x'_{nk};\tilde{r}_{nk}, q_{nk}) dx'_{nk}}.$$ \hfill (3.36)

for all $n = 1 \ldots N$ and $k = 1 \ldots K$, as in the simpler GAMP algorithm [2]. With the BG prior (3.35), these quantities can be computed in closed form (see, e.g., [45]).

### 3.3.2 Sum-product SHyGAMP: Inference of $z_m$

With diagonal $Q'_m$ and $Q''_m$, the implementation of lines 8-9 can also be greatly simplified. Essentially, the problem becomes that of computing the scalar means and variances

$$\hat{z}_{mk} = C_m^{-1} \int_{\mathbb{R}^K} z_k p_{y|z}(y_m|z) \prod_{d=1}^K \mathcal{N}(z_d; \tilde{p}_{md}, q_{md}) \, dz \hfill (3.37)$$

$$q_{mk} = C_m^{-1} \int_{\mathbb{R}^K} z_k^2 p_{y|z}(y_m|z) \prod_{d=1}^K \mathcal{N}(z_d; \tilde{p}_{md}, q_{md}) \, dz - \hat{z}_{mk}^2$$ \hfill (3.38)
for \( m = 1 \ldots M \) and \( k = 1 \ldots K \). Here, \( p_{y|z} \) has the MLR form in (3.3) and \( C_m \) is a normalizing constant defined as

\[
C_m \triangleq \int_{\mathbb{R}^K} p_{y|z}(y_m|z) \prod_{d=1}^{K} \mathcal{N}(z_d; \hat{\mu}_{md}, q_{md}^p) \, dz.
\]  

(3.39)

Note that the likelihood \( p_{y|z} \) is not separable and so inference does not decouple across \( k \), as it did in (3.36). We now describe several approaches to computing (3.37)-(3.38).

**Numerical integration**

A straightforward approach to (approximately) computing (3.37)-(3.39) is through numerical integration (NI). For this, we propose to use a hyper-rectangular grid of \( z \) values where, for \( z_k \), the interval \( [\hat{\mu}_{mk} - \alpha \sqrt{q_{mk}^p}, \hat{\mu}_{mk} + \alpha \sqrt{q_{mk}^p}] \) is sampled at \( T \) equi-spaced points. Because a \( K \)-dimensional numerical integral must be computed for each index \( m \) and \( k \), the complexity of this approach grows as \( O(MKT^K) \), making it impractical unless \( K \), the number of classes, is very small.

**Importance sampling**

An alternative approximation of (3.37)-(3.39) can be obtained through importance sampling (IS) [23, §11.1.4]. Here, we draw \( T \) independent samples \( \{\tilde{z}_m[t]\}_{t=1}^T \) from \( \mathcal{N}(\hat{\mu}_m, Q_m^p) \) and compute

\[
C_m \approx \sum_{t=1}^{T} p_{y|z}(y_m|\tilde{z}_m[t])
\]  

(3.40)

\[
\tilde{z}_{mk} \approx C_m^{-1} \sum_{t=1}^{T} \tilde{z}_{mk}[t] p_{y|z}(y_m|\tilde{z}_m[t])
\]  

(3.41)

\[
q_{mk}^z \approx C_m^{-1} \sum_{t=1}^{T} \tilde{z}_{mk}^2[t] p_{y|z}(y_m|\tilde{z}_m[t]) - \tilde{z}_{mk}^2
\]  

(3.42)

for all \( m \) and \( k \). The complexity of this approach grows as \( O(MKT) \).
Taylor-series approximation

Another approach is to approximate the likelihood \( p_{y|z} \) using a second-order Taylor series (TS) about \( \hat{p}_m \), i.e., \( p_{y|z}(y_m|z) \approx f_m(z; \hat{p}_m) \) with

\[
f_m(z; \hat{p}_m) \triangleq p_{y|z}(y_m|\hat{p}_m) + g_m(\hat{p}_m)^T(z - \hat{p}_m) + \frac{1}{2}(z - \hat{p}_m)^T H_m(\hat{p}_m)(z - \hat{p}_m)
\]

(3.43)

for gradient \( g_m(\hat{p}) \triangleq \frac{\partial}{\partial z} p_{y|z}(y_m|z) \bigg|_{z=\hat{p}} \) and Hessian \( H_m(\hat{p}) \triangleq \frac{\partial^2}{\partial z^2} p_{y|z}(y_m|z) \bigg|_{z=\hat{p}} \). In this case, it can be shown [14] that

\[
C_m \approx f_m(\hat{p}_m) + \frac{1}{2} \sum_{k=1}^{K} H_{mk}(\hat{p}_m) q_{mk}^p
\]

(3.44)

\[
\hat{z}_{md} \approx \hat{C}_m^{-1} \left( f_m(\hat{p}_m) \hat{p}_{mk} + g_{mk}(\hat{p}_m) q_{mk}^p \right)
+ \frac{1}{2} \sum_{k=1}^{K} \hat{p}_{mk} q_{mk}^p H_{mk}(\hat{p}_m)
\]

(3.45)

\[
q_{mk}^z \approx C_m^{-1} \left( f_m(\hat{p}_m) (\hat{p}_{mk}^2 + q_{mk}^p) + 2 g_{mk}(\hat{p}_m) \hat{p}_{mk} q_{mk}^p \right)
+ \frac{1}{2} q_{mk}^p (\hat{p}_{mk}^2 + 3 q_{mk}^p) H_{mk}(\hat{p}_m)
+ \frac{1}{2} (\hat{p}_{mk}^2 + q_{mk}^p) H_{mk}(\hat{p}_m) \sum_{k' \neq k} q_{mk'}^p
- \hat{z}_{mk}^2
\]

(3.46)

where \( H_{mk}(\hat{p}) \triangleq [H_m(\hat{p})]_{kk} \). The complexity of this approach grows as \( O(MK) \).

Gaussian mixture approximation

It is known that the logistic cdf \( 1/(1+\exp(-x)) \) is well approximated by a mixture of a few Gaussian cdfs, which leads to an efficient method of approximating (3.37)-(3.38) in the case of binary logistic regression (i.e., \( K = 2 \)) [46]. We now develop an extension of this method for the MLR case (i.e., \( K \geq 2 \)).
To facilitate the Gaussian mixture (GM) approximation, we work with the difference variables

\[ \gamma_k(y) \triangleq \begin{cases} 
  z_y - z_k & k \neq y \\
  z_y & k = y .
\end{cases} \]  

(3.47)

Their utility can be seen from the fact that (recalling (3.3))

\[ p_y(z|y) = \frac{1}{1 + \sum_{k \neq y} \exp(z_k - z_y)} \]

(3.48)

\[ = \frac{1}{1 + \sum_{k \neq y} \exp(-\gamma_k(y))} \triangleq l(y)(\gamma(y)), \]

(3.49)

which is smooth, positive, and bounded by 1, and strictly increasing in \( \gamma_k(y) \). Thus,\(^6\) for appropriately chosen \( \{\alpha_l, \mu_{kl}, \sigma_{kl}\} \),

\[ l(y)(\gamma) \approx \sum_{l=1}^{L} \alpha_l \prod_{k \neq y} \Phi\left( \frac{\gamma_k - \mu_{kl}}{\sigma_{kl}} \right) \triangleq \hat{l}(y)(\gamma), \]

(3.50)

where \( \Phi(x) \) is the standard normal cdf, \( \sigma_{kl} > 0, \alpha_l \geq 0, \) and \( \sum_l \alpha_l = 1 \). In practice, the GM parameters \( \{\alpha_l, \mu_{kl}, \sigma_{kl}\} \) could be designed off-line to minimize, e.g., the total variation distance \( \sup_{\gamma \in \mathbb{R}^K} |l(y)(\gamma) - \hat{l}(y)(\gamma)| \).

Recall from (3.37)-(3.39) that our objective is to compute quantities of the form

\[ \int_{\mathbb{R}^K} (e_i^T z)^i p_y(z|y) \mathcal{N}(z; \hat{p}, Q^p) \, dz \triangleq S_{ki}^{(y)}, \]

(3.51)

where \( i \in \{0, 1, 2\} \), \( Q^p \) is diagonal, and \( e_k \) is the \( k \)th column of \( I_K \). To exploit (3.50), we change the integration variable to

\[ \gamma(y) = T_y z \]

(3.52)

\(^6\)Note that, since the role of \( y \) in \( \hat{l}(y)(\gamma) \) is merely to ignore the \( y \)th component of the input \( \gamma \), we could have instead written \( \hat{l}(y)(\gamma) = \hat{l}(J_y \gamma) \) for \( y \)-invariant \( \hat{l}(\cdot) \) and \( J_y \) constructed by removing the \( y \)th row from the identity matrix.
with

\[
T_y = \begin{bmatrix}
-I_{y-1} & 1_{(y-1)\times 1} & 0_{(y-1)\times (K-y)} \\
0_{1\times (y-1)} & 1 & 0_{1\times (K-y)} \\
0_{(K-y)\times (y-1)} & 1_{(K-y)\times 1} & -I_{K-y}
\end{bmatrix}
\] (3.53)

to get \((\text{since } \det(T_y) = 1)\)

\[
S_{ki}^{(y)} = \int_{\mathbb{R}^K} \left( e_k^T T_y^{-1} \gamma \right)^i l(y)(\gamma) N\left( \gamma; T_y \hat{p}, T_y Q^p T_y^T \right) d\gamma. \tag{3.54}
\]

Then, applying the approximation (3.50) and

\[
N\left( \gamma; T_y \hat{p}, T_y Q^p T_y^T \right) = N\left( \gamma_y; \hat{p}_y, q_y^p \right) \prod_{d \neq y} N\left( \gamma_d; \gamma_y - \hat{p}_d, q_d^p \right) \Phi\left( \frac{\gamma_d - \mu_d}{\sigma_d} \right) d\gamma_d
\]

(3.55)
to (3.54), we find that

\[
S_{ki}^{(y)} \approx \sum_{l=1}^L \alpha_l \int_{\mathbb{R}} N\left( \gamma_y; \hat{p}_y, q_y^p \right) \left[ \int_{\mathbb{R}^{K-1}} \left( e_k^T T_y^{-1} \gamma \right)^i \right]
\]

\[
\times \prod_{d \neq y} N\left( \gamma_d; \gamma_y - \hat{p}_d, q_d^p \right) \Phi\left( \frac{\gamma_d - \mu_d}{\sigma_d} \right) d\gamma_d d\gamma_y. \tag{3.56}
\]

Noting that \(T_y^{-1} = T_y\), we have

\[
e_k^T T_y^{-1} \gamma = \begin{cases} 
\gamma_y - \gamma_k & k \neq y \\
\gamma_y & k = y
\end{cases}
\] (3.57)

Thus, for a fixed value of \(\gamma_y = c\), the inner integral in (3.56) can be expressed as a product of linear combinations of terms

\[
\int_{\mathbb{R}} \gamma^i N\left( \gamma; c - \hat{p}, q \right) \Phi\left( \frac{\gamma - \mu}{\sigma} \right) d\gamma \triangleq T_i
\] (3.58)

with \(i \in \{0, 1, 2\}\), which can be computed in closed form. In particular, defining

\[
x \triangleq \frac{c - \hat{p} - \mu}{\sqrt{\sigma^2 + q}},
\]

we have

\[
T_0 = \Phi(x)
\] (3.59)

\[
T_1 = (c - \hat{p}) \Phi(x) + \frac{q \phi(x)}{\sqrt{\sigma^2 + q}}
\] (3.60)

\[
T_2 = \frac{(T_1)^2}{\Phi(x)} + q \Phi(x) - \frac{q^2 \phi(x)}{\sigma^2 + q} \left( x + \frac{\phi(x)}{\Phi(x)} \right),
\] (3.61)
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which can be obtained using the results in [47, §3.9]. The outer integral in (3.56) can then be approximated via numerical integration.

If a grid of $T$ values is used for numerical integration over $\gamma_y$ in (3.56), then the overall complexity of the method grows as $O(MKLT)$. Our experiments indicate that relatively small values (e.g., $L = 2$ and $T = 7$) suffice.

**Performance comparison**

Above we described four methods of approximating lines 8-9 in Table 2.1 under diagonal $Q^p$ and $Q^z$. We now compare the accuracy and complexity of these methods. In particular, we measured the accuracy of the conditional mean (i.e., line 8) approximation as follows (for a given $\hat{p}$ and $Q^p$):

1. generate i.i.d. samples $z_{\text{true}}[t] \sim \mathcal{N}(z; \hat{p}, Q^p)$ and $y_{\text{true}}[t] \sim p_{y|z}(y | z_{\text{true}}[t])$ for $t = 1 \ldots T$,

2. compute the approximation $\tilde{z}[t] \approx \mathbb{E}\{z | y = y_{\text{true}}[t], p = \hat{p}; Q^p\}$ using each method described in Sections 3.3.2–3.3.2,

3. compute average MSE $\Delta \triangleq \frac{1}{T} \sum_{t=1}^{T} \|z_{\text{true}}[t] - \tilde{z}[t]\|_2^2$ for each method,

and we measured the combined runtime of lines 8-9 for each method. Unless otherwise noted, we used $K = 4$ classes, $\hat{p} = e_1$, $Q^p = q^p I_K$, and $q^p = 1$ in our experiments. For numerical integration (NI), we used a grid of size $T = 7$ and radius of $\alpha = 4$ standard deviations; for importance sampling (IS), we used $T = 1500$ samples; and for the Gaussian-mixture (GM) method, we used $L = 2$ mixture components and a grid size of $T = 7$. Empirically, we found that smaller grids or fewer samples compromised accuracy, whereas larger grids or more samples compromised runtime.
Figure 3.2 plots the normalized MSE versus variance $q^p$ for the four methods under test, in addition to the trivial method $\tilde{z}[t] = \tilde{p}$. The figure shows that the NI, IS, and GM methods performed similarly across the full range of $q^p$ and always outperform the trivial method. The Taylor-series method, however, breaks down when $q^p > 1$. A close examination of the figure reveals that GM gave the best accuracy, IS the second best accuracy, and NI the third best accuracy.

Figure 3.3 shows the cumulative runtime (over $M = 500$ training samples) of the methods from Sections 3.3.2–3.3.2 versus the number of classes, $K$. Although the Taylor-series method was the fastest, we saw in Figure 3.2 that it is accurate only at small variances $q^p$. Figure 3.3 then shows GM was about an order-of-magnitude faster than IS, which was several orders-of-magnitude faster than NI.

Together, Figures 3.2-3.3, show that our proposed GM method dominated the IS and NI methods in both accuracy and runtime. Thus, for the remainder of the paper, we implement sum-product SHyGAMP using the GM method from Section 3.3.2.

### 3.3.3 Min-sum SHyGAMP: Inference of $x_n$

With diagonal $Q'_{r}$ and $Q'_{x}$, the implementation of lines 16-17 in Table 2.1 can be significantly simplified. Recall that, when the prior $p_x$ is chosen as i.i.d. Laplace (3.5), line 16 manifests as (3.21), which is in general a non-trivial optimization problem. But with diagonal $Q'_{r}$, (3.21) decouples into $K$ instances of the scalar optimization

$$x_{nk} = \arg \max_x -\frac{1}{2} \frac{(x - \hat{r}_{nk})^2}{q'_{nk}} - \lambda |x|,$$

which is known to have the closed-form “soft thresholding” solution

$$\hat{x}_{nk} = \text{sgn}(\hat{r}_{nk}) \max\{0, |\hat{r}_{nk}| - \lambda q'_{nk}\}. \quad (3.63)$$
Figure 3.2: MSE/q^p versus variance q^p for various methods to compute line 8 in Table 2.1. Each point represents the average of 5 × 10^6 independent trials.

Above, sgn(r) = 1 when r ≥ 0 and sgn(r) = −1 when r < 0.

Meanwhile, line 17 reduces to

\[ q^x_{nk} = \left[ \frac{\partial^2}{\partial x^2} \left( \frac{1}{2} \frac{(x - \hat{x}_{nk})^2}{q^r_{nk}} + \lambda |x| \right) \bigg|_{x=\hat{x}_{nk}} \right]^{-1}, \]  

which equals \( q^r_{nk} \) when \( \hat{x}_{nk} \neq 0 \) and is otherwise undefined. When \( \hat{x}_{nk} = 0 \), we set \( q^x_{nk} = 0 \).

3.3.4 Min-sum SHyGAMP: Inference of z_m

With diagonal \( Q_m^p \) and \( Q_m^z \), the implementation of lines 5-6 in Table 2.1 also simplifies. Recall that, when the likelihood \( p_{y|z} \) takes the MLR form in (3.3), line 5 manifests as (3.26), which can be solved using a component-wise Newton’s method as in (3.31)-(3.33) for any \( Q_m^p \) and \( Q_m^z \). When \( Q_m^p \) is diagonal, the first and second
Figure 3.3: Cumulative runtime (over $M = 500$ samples) versus number-of-classes $K$ for various methods to compute lines 8-9 in Table 2.1. Each point represents the average of 2000 independent trials.

Derivatives (3.32)-(3.33) reduce to

$$g^{(k)}_{mk} = p_{y|z}(k|\hat{z}_m^{(t)}) - \delta_{y_m-k} + (\hat{z}_m^{(t)} - \hat{p}_{mk})/q_{mk}^p.$$ \hspace{1cm} (3.65)

$$H_{mk}^{(t)} = p_{y|z}(k|\hat{z}_m^{(t)})^2 - p_{y|z}(k|\hat{z}_m^{(t)}) - 1/q_{mk}^p.$$ \hspace{1cm} (3.66)

which leads to a reduction in complexity.

Furthermore, line 6 simplifies, since with diagonal $Q^z_m$ it suffices to compute only the diagonal components of $H_m^{(t)}$ in (3.30). In particular, when $Q^p_m$ is diagonal, the result becomes

$$q_{mk}^z = \frac{1}{1/q_{mk}^p + p_{y|z}(k|\hat{z}_m) - p_{y|z}(k|\hat{z}_m)^2}.$$ \hspace{1cm} (3.67)
<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Quantity</th>
<th>Method</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPA-SHyGAMP</td>
<td>$\hat{x}$</td>
<td>CF</td>
<td>$O(K)$</td>
</tr>
<tr>
<td></td>
<td>$Q^x$</td>
<td>CF</td>
<td>$O(K)$</td>
</tr>
<tr>
<td></td>
<td>$\hat{z}$</td>
<td>GM</td>
<td>$O(KLT)$</td>
</tr>
<tr>
<td></td>
<td>$Q^z$</td>
<td>GM</td>
<td>$O(KLT)$</td>
</tr>
<tr>
<td>MSA-SHyGAMP</td>
<td>$\hat{x}$</td>
<td>ST</td>
<td>$O(D)$</td>
</tr>
<tr>
<td></td>
<td>$Q^x$</td>
<td>CF</td>
<td>$O(K)$</td>
</tr>
<tr>
<td></td>
<td>$\hat{z}$</td>
<td>CWN</td>
<td>$O(KT)$</td>
</tr>
<tr>
<td></td>
<td>$Q^z$</td>
<td>CF</td>
<td>$O(K^3)$</td>
</tr>
</tbody>
</table>

Table 3.2: A summary of the $K$-dimensional inference sub-problems encountered when running SPA-SHyGAMP or MSA-SHyGAMP, as well as their associated computational costs. ‘CF’ = ‘closed form’, ‘GM’ = ‘Gaussian mixture’, ‘ST’ = ‘Soft-thresholding’, and ‘CWN’ = ‘component-wise Newton’s method’. For the GM, $L$ denotes the number of mixture components and $T$ the number of samples in the 1D numerical integral, and for CWN $T$ denotes the number of iterations.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>HyGAMP</th>
<th>SHyGAMP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diagonal covariance matrices</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>Simplified $K$-dimensional inference</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>Scalar-variance approximation</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>Online parameter tuning</td>
<td>✔</td>
<td>✔</td>
</tr>
</tbody>
</table>

Table 3.3: High-level comparison of SHyGAMP and HyGAMP.

### 3.3.5 SHyGAMP summary

In summary, by approximating the covariance matrices as diagonal, the SPA-SHyGAMP and MSA-SHyGAMP algorithms improve computationally upon their HyGAMP counterparts. A summary of the $K$-dimensional inference problems encountered when running SPA-SHyGAMP or MSA-SHyGAMP, as well as their associated computational costs, is given in Table 3.2. A high-level comparison between HyGAMP and SHyGAMP is given in Table 3.3.
3.4 Online Parameter Tuning

The weight vector priors in (3.5) and (3.35) depend on modeling parameters that, in practice, must be tuned. Although cross-validation (CV) is the customary approach to tuning such model parameters, it can be very computationally costly, since each parameter must be tested over a grid of hypothesized values and over multiple data folds. For example, $K$-fold cross-validation tuning of $P$ parameters using $G$ hypothesized values of each parameter requires the training and evaluation of $KG^P$ classifiers.

3.4.1 Parameter selection for Sum-product SHyGAMP

For SPA-SHyGAMP, we propose to use the zero-mean Bernoulli-Gaussian prior in (3.35), which has parameters $\beta_k$, $m_k$, and $v_k$. Instead of CV, we use the EM-GM-AMP framework described in [4] to tune these parameters online. See [14] for details regarding the initialization of $\beta_k$, $m_k$, and $v_k$.

3.4.2 Parameter selection for Min-sum SHyGAMP

To use MSA-SHyGAMP with the Laplacian prior in (3.5), we need to specify the scale parameter $\lambda$. For this, we use a modification of the SURE-AMP framework from [35], which adjusts $\lambda$ to minimize the Stein’s unbiased risk estimate (SURE) of the weight-vector MSE.

We describe our method by first reviewing SURE and SURE-AMP. First, suppose that the goal is to estimate the value of $x$, which is a realization of the random variable.

---

7This $K$ has no relation to the number of classes.
x, from the noisy observation \( r \), which is a realization of

\[
    r = x + \sqrt{q} w,
\]

(3.68)

with \( w \sim \mathcal{N}(0,1) \) and \( q^r > 0 \). For this purpose, consider an estimate of the form

\[
    \hat{x} = f(r, q^r; \theta)
\]

where \( \theta \) contains tunable parameters. For convenience, define the shifted estimation function

\[
    g(r, q^r; \theta) \triangleq f(r, q^r; \theta) - r
\]

and its derivative

\[
    g'(r, q^r; \theta) \triangleq \frac{\partial}{\partial r} g(r, q^r; \theta).
\]

Then Stein [48] established the following result on the mean-squared error, or risk, of the estimate \( \hat{x} \):

\[
    \mathbb{E} \{ [\hat{x} - x]^2 \} = q^r + \mathbb{E} \{ g^2(r, q^r; \theta) + 2q^r g'(r, q^r; \theta) \}.
\]

(3.69)

The implication of (3.69) is that, given only the noisy observation \( r \) and the noise variance \( q^r \), one can compute an estimate

\[
    \text{SURE}(r, q^r; \theta) \triangleq q^r + g^2(r, q^r; \theta) + 2q^r g'(r, q^r; \theta)
\]

(3.70)

of the \( \text{MSE}(\theta) \triangleq \mathbb{E} \{ [\hat{x} - x]^2 \} \) that is unbiased, i.e.,

\[
    \mathbb{E} \{ \text{SURE}(r, q^r; \theta) \} = \text{MSE}(\theta).
\]

(3.71)

These unbiased risk estimates can then be used as a surrogate for the true MSE when tuning \( \theta \).

In [35], it was noticed that the assumption (3.68) is satisfied by AMP’s denoiser inputs \( \{ \hat{r}_n \}_{n=1}^N \), and thus [35] proposed to tune the soft threshold \( \lambda \) to minimize the SURE:

\[
    \hat{\lambda} = \arg \min_{\lambda} \sum_{n=1}^N g^2(\hat{r}_n, q^r; \lambda) + 2q^r g'(\hat{r}_n, q^r; \lambda).
\]

(3.72)
Recalling the form of the estimator \( f(\cdot) \) from (3.63), we have

\[
g^2(\hat{r}_n, q^r; \lambda) = \begin{cases} 
\lambda^2(q^r)^2 & \text{if } |\hat{r}_n| > \lambda q^r \\
\hat{r}_n^2 & \text{otherwise}
\end{cases}
\] (3.73)

\[
g'(\hat{r}_n, q^r; \lambda) = \begin{cases} 
-1 & \text{if } |\hat{r}_n| < \lambda q^r \\
0 & \text{otherwise}
\end{cases}
\]. (3.74)

However, solving (3.72) for \( \lambda \) is non-trivial because the objective is non-smooth and has many local minima. A stochastic gradient descent approach was proposed in [35], but its convergence speed is too slow to be practical.

Since (3.68) also matches the scalar-variance SHyGAMP model from Section 2.4, we propose to use SURE to tune \( \lambda \) for min-sum SHyGAMP. But, instead of the empirical average in (3.72), we propose to use a statistical average, i.e.,

\[
\hat{\lambda} = \arg \min_{\lambda} \mathbb{E} \left\{ g^2(r, q^r; \lambda) + 2q^r g'(r, q^r; \lambda) \right\},
\] (3.75)

by modeling the random variable \( r \) as a Gaussian mixture (GM) whose parameters are fitted to \( \{\hat{r}_{nk}\} \). As a result, the objective in (3.75) is smooth. Moreover, by constraining the smallest mixture variance to be at least \( q^r \), the objective becomes unimodal, in which case \( \hat{\lambda} \) from (3.75) is the unique root of \( \frac{d}{d\lambda} J(\lambda) \). To find this root, we use the bisection method. In particular, due to (3.73)-(3.74), the objective in (3.75) becomes

\[
J(\lambda) = \int_{-\infty}^{-\lambda q^r} p_r(r) \lambda^2(q^r)^2 \, dr + \int_{-\lambda q^r}^{\lambda q^r} p_r(r)(r^2 - 2q^r) \, dr \\
+ \int_{\lambda q^r}^{\infty} p_r(r) \lambda^2(q^r)^2 \, dr,
\] (3.76)

from which it can be shown that [14]

\[
\frac{d}{d\lambda} J(\lambda) = 2\lambda(q^r)^2 \left[ 1 - \Pr\{-\lambda q^r < r < \lambda q^r\} \right] \\
- \left[ p_r(\lambda q^r) + p_r(-\lambda q^r) \right] 2(q^r)^2.
\] (3.77)
For GM fitting, we use the standard EM approach [23] and find that relatively few (e.g., $L = 3$) mixture terms suffice. Note that we re-tune $\lambda$ using the above technique at each iteration of Table 2.1, immediately before line 16. Experimental verification of our method is provided in Section 3.5.2.

### 3.5 Numerical Experiments

In this section we describe the results of several experiments used to test SHyGAMP. In these experiments, EM-tuned SPA-SHyGAMP and SURE-tuned MSA-SHyGAMP were compared to two state-of-the-art sparse MLR algorithms: SBMLR [27] and GLMNET [26]. We are particularly interested in SBMLR and GLMNET because [26,27] show that they have strong advantages over earlier algorithms, e.g., [10,24,25]. As described in Section 3.1.2, both SBMLR and GLMNET use $\ell_1$ regularization, but SBMLR tunes the regularization parameter $\lambda$ using evidence maximization while GLMNET tunes it using cross-validation (using the default value of 10 folds unless otherwise noted). For SBMLR and GLMNET, we ran code written by the authors \(^8\) \(^9\) under default settings (unless otherwise noted). For SHyGAMP, we used the damping modification described in [39]. We note that the runtimes reported for all algorithms include the total time spent to tune all parameters and train the final classifier.

Due to space limitations, we do not show the performance of the more complicated HyGAMP algorithm from Section 3.2. However, our experience suggests that HyGAMP generates weight matrices $\hat{X}$ that are very similar to those generated by SHyGAMP, but with much longer runtimes, especially as $K$ grows.

---

\(^8\)SBMLR obtained from http://theoval.cmp.uea.ac.uk/matlab/

\(^9\)GLMNET obtained from http://www.stanford.edu/~hastie/glmnet_matlab/
3.5.1 Synthetic data in the $M \ll N$ regime

We first describe the results of three experiments with synthetic data. For these experiments, the training data were randomly generated and algorithm performance was averaged over several data realizations. In all cases, we started with balanced training labels $y_m \in \{1, \ldots, K\}$ for $m = 1, \ldots, M$ (i.e., $M/K$ examples from each of $K$ classes). Then, for each data realization, we generated $M$ i.i.d. training features $a_m$ from the class-conditional generative distribution $a_m \mid y_m \sim \mathcal{N}(\mu_{y_m}, vI_N)$. In doing so, we chose the intra-class variance, $v$, to attain a desired Bayes error rate (BER) of 10% (see [14] for details), and we used randomly generated $S$-sparse orthonormal class means, $\mu_k \in \mathbb{R}^N$. In particular, we generated $[\mu_1, \ldots, \mu_K]$ by drawing a $S \times S$ matrix with i.i.d. $\mathcal{N}(0, 1)$ entries, performing a singular value decomposition, and zero-padding the first $K$ left singular vectors to length $N$. We note that our generation of $y, A, X$ is matched [49] to the multinomial logistic model (3.2)-(3.3).

Given a training data realization, each algorithm was invoked to yield a weight matrix $\tilde{X} = [\tilde{x}_1, \ldots, \tilde{x}_K]$. The corresponding expected test-error rate was then analytically computed as

$$\Pr\{\text{err}\} = 1 - \frac{1}{K} \sum_{y=1}^{K} \Pr\{\text{cor} \mid y\}$$

$$\Pr\{\text{cor} \mid y\} = \Pr \left\{ \bigcap_{k \neq y} \left\{ (\tilde{x}_y - \tilde{x}_k)^T a < (\tilde{x}_y - \tilde{x}_k)^T \mu_y \right\} \right\},$$

where $a \sim \mathcal{N}(0, vI_N)$ and the multivariate normal cdf in (3.79) was computed using Matlab’s `mvncdf`.

For all three synthetic-data experiments, we used $K = 4$ classes and $S \ll M \ll N$. In the first experiment, we fixed $S$ and $N$ and we varied $M$; in the second experiment, we fixed $N$ and $M$ and we varied $S$; and in the third experiment, we fixed $S$ and $M$.
Table 3.4: Configurations of the synthetic-data experiments.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>$M$</th>
<th>$N$</th>
<th>$S$</th>
<th>$K$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>${100, \ldots, 5000}$</td>
<td>10000</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>300</td>
<td>30000</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>200</td>
<td>${10^3, \ldots, 10^{2.5}}$</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>300</td>
<td>30000</td>
<td>25</td>
<td>4</td>
</tr>
</tbody>
</table>

and we varied $N$. The specific values/ranges of $S, M, N$ used for each experiment are given in Table 3.4.

Figure 3.4 shows the expected test-error rate and runtime, respectively, versus the number of training examples, $M$, averaged over 12 independent trials. Figure 3.4a shows that, at all tested values of $M$, SPA-SHyGAMP gave the best error-rates and MSA-SHyGAMP gave the second best error-rates, although those reached by GLMNET were similar at large $M$. Moreover, the error-rates of SPA-SHyGAMP, MSA-SHyGAMP, and GLMNET all converged towards the BER as $M$ increased, whereas that of SBMLR did not. Since MSA-SHyGAMP, GLMNET, and SBMLR all solve the same $\ell_1$-regularized MLR problem, the difference in their error-rates can be attributed to the difference in their tuning of the regularization parameter $\lambda$. Figure 3.4b shows that, for $M > 500$, SPA-SHyGAMP was the fastest, followed by MSA-SHyGAMP, SBMLR, and GLMNET. Note that the runtimes of SPA-SHyGAMP, MSA-SHyGAMP, and GLMNET increased linearly with $M$, whereas the runtime of SBMLR increased quadratically with $M$.

Figure 3.5 shows the expected test-error rate and runtime, respectively, versus feature-vector sparsity, $S$, averaged over 12 independent trials. Figure 3.5a shows that, at all tested values of $S$, SPA-SHyGAMP gave the best error-rates and MSA-SHyGAMP gave the second best error-rates. Figure 3.5b shows that SPA-SHyGAMP
and MSA-SHyGAMP gave the fastest runtimes. All runtimes were approximately invariant to $S$.

Figure 3.6 shows the expected test-error rate and runtime, respectively, versus the number of features, $N$, averaged over 12 independent trials. Figure 3.6a shows that, at all tested values of $N$, MSA-SHyGAMP gave lower error-rates than SBMLR and GLMNET. Meanwhile, SPA-SHyGAMP gave the lowest error-rates for certain values of $N$. Figure 3.6b shows that SPA-SHyGAMP and MSA-SHyGAMP gave the fastest runtimes for $N \geq 10000$, while SBMLR gave the fastest runtimes for $N \leq 3000$. All runtimes increased linearly with $N$.

3.5.2 Example of SURE tuning

Although the good error-rate performance of MSA-SHyGAMP in Section 3.5.1 suggests that the SURE $\lambda$-tuning method from Section 3.4.2 is working reliably, we now describe a more direct test of its behavior. Using synthetic data generated as described in Section 3.5.1 with $K = 4$ classes, $N = 30000$ features, $M = 300$ examples, and sparsity $S = 25$, we ran MSA-SHyGAMP using various fixed values of $\lambda$. In the sequel, we refer to this experiment as “Synthetic Experiment 4.” The resulting expected test-error rate versus $\lambda$ (averaged over 10 independent realizations) is shown in Figure 3.7. For the same realizations, we ran MSE-SHyGAMP with SURE-tuning and plot the resulting error-rate and average $\hat{\lambda}$ in Figure 3.7. From Figure 3.7, we see that the SURE $\lambda$-tuning method matched both the minimizer and the minimum of the error-versus-$\lambda$ trace of fixed-$\lambda$ MSA-SHyGAMP.
Figure 3.4: Synthetic Experiment 1: expected test-error rate and runtime versus $M$. Here, $K = 4$, $N = 10000$, and $S = 10$. 
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Figure 3.5: Synthetic Experiment 2: expected test-error rate and runtime versus $S$. Here, $K = 4$, $M = 300$, and $N = 30000$. 
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Figure 3.6: Synthetic Experiment 3: expected test-error rate and runtime versus $N$. Here, $K = 4$, $M = 200$, and $S = 10$. 
3.5.3 Micro-array gene expression

Next we consider classification and feature-selection using micro-array gene expression data. Here, the labels indicate which type of disease is present (or no disease) and the features represent gene expression levels. The objective is i) to determine which subset of genes best predicts the various diseases and ii) to classify whether an (undiagnosed) patient is at risk for any of these diseases based on their gene profile.

We tried two datasets: one from Sun et al. [15] and one from Bhattacharjee et al. [16]. The Sun dataset includes $M = 179$ examples, $N = 54613$ features, and $K = 4$ classes; and the Bhattacharjee dataset includes $M = 203$ examples, $N = 12600$
features, and $K = 5$ classes. With the Sun dataset, we applied a $\log_2(\cdot)$ transformation and z-scored prior to processing, while with Bhattacharjee we simply z-scored (since the dataset included negative values).

The test-error rate was estimated as follows for each dataset. We consider a total of $T$ “trials.” For the $t$th trial, we i) partition the dataset into a training subset of size $M_{\text{train},t}$ and a test subset of size $M_{\text{test},t}$, ii) design the classifier using the training subset, and iii) apply the classifier to the test subset, recording the test errors $\{e_{tm}\}_{m=1}^{M_{\text{test},t}}$, where $e_{tm} \in \{0, 1\}$ indicates whether the $m$th example was in error. We then estimate the average test-error rate using the empirical average $\hat{\mu} \triangleq M_{\text{test}}^{-1} \sum_{t=1}^{T} \sum_{m=1}^{M_{\text{test},t}} e_{tm}$, where $M_{\text{test}} = \sum_{t=1}^{T} M_{\text{test},t}$. If the test sets are constructed without overlap, we can model $\{e_{tm}\}$ as i.i.d. Bernoulli($\mu$), where $\mu$ denotes the true test-error rate. Then, since $\hat{\mu}$ is Binomial($\mu$, $M_{\text{test}}$), the standard deviation (SD) of our error-rate estimate $\hat{\mu}$ is $\sqrt{\text{var}\{\hat{\mu}\}} = \sqrt{\mu(1-\mu)/M_{\text{test}}}$. Since $\mu$ is unknown, we approximate the SD by $\sqrt{\hat{\mu}(1-\hat{\mu})/M_{\text{test}}}$.  

Tables 3.5 and 3.6 show, for each algorithm, the test-error rate estimate $\hat{\mu}$, the approximate SD $\sqrt{\hat{\mu}(1-\hat{\mu})/M_{\text{test}}}$ of the estimate, the average runtime, and two metrics for the sparsity of $\hat{X}$. The $\|\hat{X}\|_0$ metric quantifies the number of non-zero entries in $\hat{X}$ (i.e., absolute sparsity), while the $\hat{S}_{99}$ metric quantifies the number of entries of $\hat{X}$ needed to reach 99% of the Frobenius norm of $\hat{X}$ (i.e., effective sparsity). We note that the reported values of $\hat{S}_{99}$ and $\|\hat{X}\|_0$ represent the average over the $T$ folds. For both the Sun and Bhattacharjee datasets, we used $T = 19$ trials and $M_{\text{test},t} = \lfloor M/20 \rfloor \forall t$.

Table 3.5 shows results for the Sun dataset. There we see that MSA-SHyGAMP gave the best test-error rate, although the other algorithms were not far behind and all error-rate estimates were within the estimator standard deviation. SPA-SHyGAMP
was the fastest algorithm and MSA-SHyGAMP was the second fastest, with the remaining algorithms running 3× to 5× slower than SPA-SHyGAMP. GLMNET’s weights were the sparsest according to both sparsity metrics. SPA-SHyGAMP’s weights had the second lowest value of $\hat{S}_{99}$, even though they were technically non-sparse (i.e., $\|\hat{X}\|_0 = 218452 = NK$) as expected. Meanwhile, MSA-SHyGAMP’s weights were the least sparse according to the $\hat{S}_{99}$ metric.

Table 3.6 shows results for the Bhattacharjee dataset. In this experiment, SPA-SHyGAMP and SBMLR were tied for the best error rate, MSA-SHyGAMP was 0.5 standard-deviations worse, and GLMNET was 1.2 standard-deviations worse. However, SPA-SHyGAMP ran about twice as fast as SBMLR, and 4× as fast as GLMNET. As in the Sun dataset, SPA-SHyGAMP returned the sparsest weight matrix according to the $\hat{S}_{99}$ metric. The sparsities of the weight matrices returned by the other three algorithms were similar to one another in both metrics. Unlike in the Sun dataset, MSA-SHyGAMP and SBMLR had similar runtimes (which is consistent with Figure 3.6b since $N$ is lower here than in the Sun dataset).
<table>
<thead>
<tr>
<th>Algorithm</th>
<th>% Error (SD)</th>
<th>Runtime (s)</th>
<th>$\tilde{S}_{99}$</th>
<th>$|X|_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPA-SHyGAMP</td>
<td>9.5 (2.1)</td>
<td>3.26</td>
<td>16.15</td>
<td>63000</td>
</tr>
<tr>
<td>MSA-SHyGAMP</td>
<td>10.5 (2.2)</td>
<td>6.11</td>
<td>55.20</td>
<td>84.65</td>
</tr>
<tr>
<td>SBMLR</td>
<td>9.5 (2.1)</td>
<td>6.65</td>
<td>44.25</td>
<td>79.10</td>
</tr>
<tr>
<td>GLMNET</td>
<td>12.0 (2.4)</td>
<td>13.67</td>
<td>49.65</td>
<td>89.40</td>
</tr>
</tbody>
</table>

Table 3.6: Estimated test-error rate, standard deviation of estimate, runtime, and sparsities for the Bhattacharjee dataset.

### 3.5.4 Text classification with the RCV1 dataset

Next we consider text classification using the Reuter’s Corpus Volume 1 (RCV1) dataset [20]. Here, each sample $(y_m, a_m)$ represents a news article, where $y_m$ indicates the article’s topic and $a_m$ indicates the frequencies of common words in the article. The version of the dataset that we used\(^\text{10}\) contained $N = 47236$ features and 53 topics. However, we used only the first $K = 25$ of these topics (to reduce the computational demand). Also, we retained the default training and test partitions, which resulted in the use of $M = 14147$ samples for training and 469571 samples for testing.

The RCV1 features are very sparse (only 0.326% of the features are non-zero) and non-negative, which conflicts with the standard assumptions used for the derivation of AMP algorithms: that $A$ is i.i.d. zero-mean and sub-Gaussian. Interestingly, the RCV1 dataset also caused difficulties for SBMLR, which diverged under default settings. This divergence was remedied by decreasing the value of a step-size parameter\(^\text{11}\) to 0.1 from the default value of 1.

\(^{10}\) [http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/multiclass.html](http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/multiclass.html)

\(^{11}\) See the variable `scale` on lines 129 and 143 of `sbmlr.m`. 
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Figure 3.8 shows test-error rate versus runtime for SPA-SHyGAMP, MSA-SHyGAMP, SBMLR, and GLMNET on the RCV1 dataset. In the case of SPA-SHyGAMP, MSA-SHyGAMP and SBMLR, each point in the figure represents one iteration of the corresponding algorithm. For GLMNET, each data-point represents one iteration of the algorithm after its cross-validation stage has completed.\textsuperscript{12} We used 2 CV folds (rather than the default 10) in this experiment to avoid excessively long runtimes. The figure shows that the SHyGAMP algorithms converged more than an order-of-magnitude faster than SBMLR and GLMNET, although the final error rates were similar. SPA-SHyGAMP displayed faster initial convergence, but MSA-SHyGAMP eventually caught up.

\textsuperscript{12} GLMNET spent most of its time on cross-validation. After cross-validation, GLMNET took 25.26 seconds to run, which is similar to the total runtimes of SPA-SHyGAMP and MSE-SHyGAMP.
3.5.5 MNIST handwritten digit recognition

Finally, we consider handwritten digit recognition using the Mixed National Institute of Standards and Technology (MNIST) dataset [50]. This dataset consists of 70,000 examples, where each example is an $N = 784$ pixel image of one of $K = 10$ digits between 0 and 9. These features were again non-negative, which conflicts with the standard AMP assumption of i.i.d. zero-mean $A$.

Our experiment characterized test-error rate versus the number of training samples, $M$, for the SPA-SHyGAMP, MSA-SHyGAMP, SBMLR, and GLMNET algorithms. For each value of $M$, we performed 50 Monte-Carlo trials. In each trial, $M$ training samples were selected uniformly at random and the remainder of the data were used for testing. Figure 3.9 shows the average estimated test-error rate $\hat{\mu}$ versus the number of training samples, $M$, for the algorithms under test. The error-bars in the figure correspond to the average of the per-trial estimated SD over the 50 trials. For SBMLR, we reduced the stepsize to 0.5 from the default value of 1 to prevent a significant degradation of test-error rate. The figure shows SPA-SHyGAMP attaining significantly better error-rates than the other algorithms at small values of $M$ (and again at the largest value of $M$ considered for the plot). For this plot, $M$ was chosen to focus on the $M < N$ regime.

3.6 Conclusion

For the problem of multi-class linear classification and feature selection, we proposed several AMP-based approaches to sparse multinomial logistic regression. We started by proposing two algorithms based on HyGAMP [13], one of which finds the
Figure 3.9: Estimated test-error rate versus $M$ for the MNIST dataset, with error-bars indicating the standard deviation of the estimate.

maximum a posteriori (MAP) linear classifier based on the multinomial logistic likelihood and a Laplacian prior, and the other of which finds an approximation of the test-error-rate minimizing linear classifier based on the multinomial logistic likelihood and a Bernoulli-Gaussian prior. The numerical implementation of these algorithms is challenged, however, by the need to solve $K$-dimensional inference problems of multiplicity $M$ at each HyGAMP iteration. Thus, we proposed simplified HyGAMP (SHyGAMP) approximations based on a diagonalization of the message covariances and a careful treatment of the $K$-dimensional inference problems. In addition, we described EM- and SURE-based methods to tune the hyperparameters of the assumed
statistical model. Finally, using both synthetic and real-world datasets, we demonstrated improved error-rate and runtime performance relative to the state-of-the-art SBMLR [26] and GLMNET [27] approaches to sparse MLR.
Chapter 4: Sketched Clustering via Approximate Message Passing

4.1 Introduction

In this chapter we consider the problem of sketched clustering. Given a dataset \( D \triangleq [d_1, \ldots, d_T] \in \mathbb{R}^{N \times T} \) comprising \( T \) samples of dimension \( N \), the standard clustering problem is to find \( K \) centroids \( X \triangleq [x_1, \ldots, x_K] \in \mathbb{R}^{N \times K} \) that minimize the sum of squared errors (SSE)

\[
SSE(D, X) \triangleq \frac{1}{T} \sum_{t=1}^{T} \min_k \|d_t - x_k\|^2. \tag{4.1}
\]

Finding the optimal \( X \) is an NP-hard problem [51]. Thus, many heuristic approaches have been proposed, such as the \textit{k-means} algorithm [52,53]. Because \( k \)-means can get trapped in bad local minima, robust variants have been proposed, such as \textit{k-means++} [54], which uses a careful random initialization procedure to yield solutions with SSE that have on average \( \leq 8(\ln K + 2) \) times the minimal SSE. The computational complexity of \( k \)-means++ scales as \( O(TKNI) \), with \( I \) the number of iterations, which is impractical when \( T \) is large.

\footnote{The content from this chapter is largely excerpted from the manuscript co-authored with Antoine Chatalic, Rémi Gribonval, and Philip Schniter, titled “Sketched Clustering via Hybrid Approximate Message Passing.”}
4.1.1 Sketched Clustering

In sketched clustering [55–57], the dataset $D$ is first sketched down to a vector $y$ with $M = O(KN)$ components, from which the centroids $X$ are subsequently extracted. In the typical case that $K \ll T$, the sketch consumes much less memory than the original dataset. If the sketch can be performed efficiently, then—since the complexity of centroid-extraction is invariant to $T$—sketched clustering may be more efficient than direct clustering methods when $T$ is large. Note, for example, that k-means++ processes the $T$ data samples in $D$ at every iteration, whereas sketched clustering processes the $T$ data samples in $D$ only once, during the sketching step.

In this work, we focus on sketches of the type proposed by Keriven et al. in [55,56], which use $y = [y_1, \ldots, y_M]^T$ with

$$y_m = \frac{1}{T} \sum_{t=1}^{T} \exp(j w_m^T d_t)$$

(4.2)

and randomly generated $W \triangleq [w_1, \ldots, w_M]^T \in \mathbb{R}^{M \times N}$. Note that $y_m$ in (4.2) can be interpreted as a sample of the empirical characteristic function [58], i.e.,

$$\phi(w_m) = \int_{\mathbb{R}^N} p(d) \exp(j w_m^T d) \, dd$$

(4.3)

under the empirical distribution $p(d) = \frac{1}{T} \sum_{t=1}^{T} \delta(d - d_t)$, with Dirac $\delta(\cdot)$. Here, each $w_m$ can be interpreted as a multidimensional frequency sample. The process of sketching $D$ down to $y$ via (4.2) costs $O(TMN)$ operations, but it can be performed efficiently in an online and/or distributed manner.

To recover the centroids $X$ from $y$, the state-of-the-art algorithm is compressed learning via orthogonal matching pursuit with replacement (CL-OMPR) [55,56]. It
aims to solve
\[
\arg\min_{X} \min_{\alpha^1, \alpha^2, \ldots, \alpha^M} \sum_{m=1}^{M} \left| y_m - \sum_{k=1}^{K} \alpha_k \exp(jw_m^T x_k) \right|^2
\]

using a greedy heuristic inspired by the orthogonal matching pursuit (OMP) algorithm [59] popular in compressed sensing. With sketch length \( M \geq 10KN \), CL-OMPR typically recovers centroids of similar or better quality to those attained with k-means++. One may wonder, however, whether it is possible to recover accurate centroids with sketch lengths closer to the counting bound \( M = KN \). Also, since CL-OMPR’s computational complexity is \( O(MNK^2) \), one may wonder whether it is possible to recover accurate centroids with computational complexity \( O(MNK) \).

### 4.1.2 Contributions

To recover the centroids \( X \) from a sketch \( y \) of the form in (4.2), we propose the compressive learning via approximate message passing (CL-AMP) algorithm, with computational complexity \( O(MNK) \). Numerical experiments show that CL-AMP accurately recovers centroids from sketches of length \( M = 2KN \) in most cases, which is an improvement over CL-OMPR. Experiments also show that CL-AMP recovers centroids faster and more accurately than k-means++ in certain operating regimes, such as when \( T \) is large.

The remainder of this chapter is organized as follows. In Section 4.2, we derive CL-AMP after reviewing relevant background on approximate message passing (AMP) algorithms. In Section 4.3, we present numerical experiments using synthetic and MNIST data, and we apply CL-AMP to multidimensional frequency estimation. In Section 4.4, we conclude.
4.2 Compressive Learning via AMP

4.2.1 High-Dimensional Inference Framework

CL-AMP treats centroid recovery as a high-dimensional inference problem rather than an optimization problem like minimizing (4.1) or (4.4). In particular, it models the data using a Gaussian mixture model (GMM)

\[ d_t \sim \sum_{k=1}^{K} \alpha_k N(x_k, \Phi_k), \]  

(4.5)

where the centroids \( x_k \) act as the GMM means, and the GMM weights \( \alpha_k \) and covariances \( \Phi_k \) are treated as unknown parameters. To recover the centroids \( X \triangleq [x_1, \ldots, x_K] \) from \( y \), CL-AMP computes an approximation to the MMSE estimate

\[ \hat{X} = \mathbb{E}\{X \mid y\}, \]  

(4.6)

where the expectation is taken over the posterior density

\[ p(X \mid y) \propto p(y \mid X)p(X). \]  

(4.7)

In (4.7), \( p(y \mid X) \) is the likelihood function of \( X \), and \( p(X) \) is the prior density on \( X \). The dependence of \( p(y \mid X) \) on \( \{\alpha_k\} \) and \( \{\Phi_k\} \) will be detailed in the sequel.

The form of the sketch in (4.2) implies that, when conditioning on the centroids \( X \) (and the frequencies \( W \)), the elements of \( y \) can be modeled as i.i.d. In other words, the sketch \( y \) follows a generalized linear model (GLM) [60]. To make this precise, let us define the normalized frequency vectors

\[ a_m \triangleq w_m / g_m \quad \text{with} \quad g_m \triangleq \|w_m\| \]  

(4.8)

and the (normalized) transform outputs

\[ z_m^T \triangleq a_m^T X \in \mathbb{R}^K. \]  

(4.9)
Then $p(y|X)$ takes the form of a GLM, i.e.,

$$p(y|X) = \prod_{m=1}^{M} p_{y|z}(y_m|a_m^T X),$$

(4.10)

for a conditional pdf $p_{y|z}$ that will be detailed in the sequel.

From (4.2) and the definitions of $a_m$ and $g_m$ in (4.8), we have

$$y_m = \frac{1}{T} \sum_{t=1}^{T} \exp(jw_m^T d_t)$$

(4.11)

$$\approx E\{\exp(jw_m^T d_t)\}$$

(4.12)

$$= \sum_{k=1}^{K} \alpha_k \exp \left( jg_m \frac{a_m^T x_k}{2} - \frac{g_m^2}{2} \frac{a_m^T \Phi_k a_m}{\triangle \tau_{mk}} \right),$$

(4.13)

where (4.12) holds under large $T$ and (4.13) follows from the facts

$$w_m^T d_t \sim \sum_{k=1}^{K} \alpha_k N(g_m z_{mk}, g_m^2 \tau_{mk})$$

(4.14)

under (4.5) and the following well-known result [61, p.153]

$$E\{e^{jx}\} = \exp \left( j\mu - \sigma^2/2 \right) \text{ when } x \sim N(\mu, \sigma^2).$$

(4.15)

For $a_m$ distributed uniformly on the sphere, the elements $\{\tau_{mk}\}_{m=1}^{M}$ in (4.13) concentrate as $N \to \infty$ [62], in that

$$\tau_{mk} \overset{p}{\to} E\{\tau_{mk}\} = \text{tr}(\Phi_k)/N \triangle \tau_k,$$

(4.16)

as long as the peak-to-average eigenvalue ratio of $\Phi_k$ remains bounded. Thus, for large $T$ and $N$, (4.13) and (4.16) imply that

$$y_m = \sum_{k=1}^{K} \alpha_k \exp \left( jg_m z_{mk} - \frac{g_m^2 \tau_k}{2} \right),$$

(4.17)

which can be rephrased as

$$p_{y|z}(y_m|z_m; \alpha, \tau) = \delta \left( y_m - \sum_{k=1}^{K} \alpha_k \exp \left( jg_m z_{mk} - \frac{g_m^2 \tau_k}{2} \right) \right)$$

(4.18)
where \( \tau \triangleq [\tau_1, \ldots, \tau_K]^T \) and \( \alpha \triangleq [\alpha_1, \ldots, \alpha_K]^T \) are hyperparameters of the GLM that will be estimated from \( y \).

For the CL-AMP framework, any prior of the form

\[
p(X) = \prod_{n=1}^{N} p(x_n^T)
\]

is admissible, where (with some abuse of notation) \( x_n^T \) denotes the \( n \)th row of \( X \). For all experiments in Section 4.3, we used the trivial prior \( p(X) \propto 1 \).

In summary, CL-AMP aims to compute the MMSE estimate of \( X \in \mathbb{R}^{N \times K} \) from the sketch \( y \in \mathbb{C}^M \) under the prior \( X \sim \prod_{n=1}^{N} p(x_n) \) from (4.19) and the likelihood \( y \sim \prod_{m=1}^{M} p_{y|z}(y_m|z_m; \alpha, \tau) \) from (4.18), where \( z_m^T \) is the \( m \)th row of \( Z = AX \in \mathbb{R}^{M \times K} \) and \( A \in \mathbb{R}^{M \times N} \) is a large random matrix with rows \( \{a_m^T\} \) distributed uniformly on the unit sphere. CL-AMP estimates the values of \( \alpha \) and \( \tau \) from the sketch prior to estimating \( X \), as detailed in the sequel.

### 4.2.2 Approximate Message Passing

Exactly computing the MMSE estimate of \( X \) from \( y \) is impractical due to the form of \( p_{y|z} \). Instead, one might consider approximate inference via the sum-product algorithm (SPA), but even the SPA is intractable due to the form of \( p_{y|z} \). Given the presence of a large random matrix \( A \) in the problem formulation, we instead leverage approximate message passing (AMP) methods. In particular, we propose to apply the simplified hybrid generalized AMP (SHyGAMP) methodology from Chapters 2 and 3 (as well as [9]), while simultaneously estimating \( \alpha \) and \( \tau \) through expectation maximization (EM). A brief background on AMP methods will now be provided to justify our approach.
The original AMP algorithm of Donoho, Maleki, and Montanari [1] was designed to estimate i.i.d. \( x \) under the standard linear model (i.e., \( y = Ax + n \) with known \( A \in \mathbb{R}^{M \times N} \) and additive white Gaussian noise \( n \)). The generalized AMP (GAMP) algorithm of Rangan [2] extended AMP to the generalized linear model (i.e., \( y \sim p(y|z) \) for \( z = Ax \) and separable \( p(y|z) = \prod_{m=1}^{M} p(y_m|z_m) \)). Both AMP and GAMP give accurate approximations of the SPA under large i.i.d. sub-Gaussian \( A \), while maintaining a computational complexity of only \( O(MN) \). Furthermore, both can be rigorously analyzed via the state-evolution framework, which proves that they compute MMSE optimal estimates of \( x \) in certain regimes [3].

A limitation of AMP [1] and GAMP [2] is that they treat only problems with i.i.d. estimand \( x \) and separable likelihood \( p(y|z) = \prod_{m=1}^{M} p(y_m|z_m) \). Thus, Hybrid GAMP (HyGAMP) [5] was developed to tackle problems with a structured prior and/or likelihood. HyGAMP could be applied to the compressive learning problem described in Section 4.2.1, but it would require computing and inverting \( O(N+M) \) covariance matrices of dimension \( K \) at each iteration. For this reason, we instead apply the simplified HyGAMP (SHyGAMP) algorithm from Section 2.3 [9], which uses diagonal covariance matrices in HyGAMP to reduce its computational complexity. As described in [9], SHyGAMP can be readily combined with the EM algorithm to learn the hyperparameters \( \alpha \) and \( \tau \).

### 4.2.3 From SHyGAMP to CL-AMP

The SHyGAMP algorithm was described in detail in Chapters 2 and 3. Table 4.1 summarizes the SPA-SHyGAMP algorithm using the language of Section 4.2.1 (see Table 2.1 in Chapter 2 for the general HyGAMP algorithm).
The SHyGAMP algorithm can be applied to many different problems via appropriate choice of \( p_{y|z} \) and \( p_x \). To apply SHyGAMP to sketched clustering, we choose \( p_{y|z} \) and \( p_x \) as described in Section 4.2.1, which yield approximate posterior distributions

\[
p_{x|r}(x_n|\tilde{r}_n; Q^r) = \frac{p_x(x_n)N(x_n; \tilde{r}_n, Q^r)}{\int p_x(x_n')N(x_n'; \tilde{r}_n, Q^r) \, dx_n'},
\]

and

\[
p_{z|y,p}(z_m|y_m, \hat{p}_m; Q^p, \alpha, \tau)
= \frac{p_{y|z}(y_m|z_m; \alpha, \tau)N(z_m; \hat{p}_m, Q^p)}{\int p_{y|z}(y_m'|z_m'; \alpha, \tau)N(z_m'; \hat{p}_m, Q^p) \, dz_m'}.
\]

As we will see, the main challenge is evaluating lines 4-5 of Table 4.1 for the \( p_{y|z} \) in (4.18).

**Inference of \( z_m \)**

For lines 4-5 of Table 4.1, we would like to compute the mean and variance

\[
\tilde{z}_{mk} = \frac{\int_{\mathbb{R}^K} z_m p_{y|z}(y_m|z_m)N(z_m; \hat{p}_m, Q^p) \, dz_m}{C_m}
\]

\[
q_{mk}^2 = \frac{\int_{\mathbb{R}^K} (z_m - \tilde{z}_{mk})^2 p_{y|z}(y_m|z_m)N(z_m; \hat{p}_m, Q^p) \, dz_m}{C_m},
\]

where \( q_{mk}^2 \) is the \( k \)th element of \( q_m^2 \) and

\[
C_m = \int_{\mathbb{R}^K} p_{y|z}(y_m|z_m)N(z_m; \hat{p}_m, Q^p) \, dz_m.
\]

However, due to the form of \( p_{y|z} \) in (4.18), we are not able to find closed-form expressions for \( \tilde{z}_{mk} \) or \( q_{mk}^2 \). Thus, we propose to approximate \( \tilde{z}_{mk} \) and \( q_{mk}^2 \) as follows. The main idea behind our approximation is to write (4.17) as

\[
y_m = \alpha_k \exp(-g_m^2 \tau_k/2) \exp(jg_m \tilde{z}_{mk}) + \sum_{l \neq k} \alpha_l \exp(-g_m^2 \tau_l/2) \exp(jg_m z_{ml})
\]
Require: Measurements $y \in \mathbb{C}^M$, matrix $A \in \mathbb{R}^{M \times N}$ with $\|A\|_F^2 = M$, pdfs $p_{x|y}(|\cdot|, \alpha, \tau)$ and $p_{z|y,\rho}(|\cdot|, \cdot, \alpha, \tau)$ from (4.20) and (4.21), initial $\hat{X}_0 \in \mathbb{R}^{N \times K}$ and $q^p = q^p_0 \in \mathbb{R}_+^K$.

1: $\hat{S} \leftarrow 0$, $\hat{X} \leftarrow \hat{X}_0$.
2: repeat
3: $\hat{P} \leftarrow A\hat{X} - \hat{S} \text{diag}(q^p)$
4: $q^z_m \leftarrow \text{diag} \left( \text{Cov} \left\{ z_m \mid y_m, \hat{p}_m; \text{diag}(q^p), \alpha, \tau \right\} \right)$, $m = 1\ldots M$
5: $\hat{z}_m \leftarrow \mathbb{E} \left\{ z_m \mid y_m, \hat{p}_m; \text{diag}(q^p), \alpha, \tau \right\}$, $m = 1\ldots M$
6: $q^s \leftarrow 1 \odot q^p - \left( \frac{1}{M} \sum_{m=1}^{M} q^z_m \right) \odot (q^p \odot q^p)$
7: $\hat{S} \leftarrow (\hat{Z} - \hat{P}) \text{diag}(q^p)^{-1}$
8: $q^f \leftarrow \frac{1}{M} 1 \odot q^s$
9: $\hat{R} \leftarrow \hat{X} + A^T \hat{S} \text{diag}(q^f)$
10: $q^x_n \leftarrow \text{diag} \left( \text{Cov} \left\{ x_n \mid \hat{r}_n; \text{diag}(q^f) \right\} \right)$, $n = 1\ldots N$
11: $\hat{x}_n \leftarrow \mathbb{E} \left\{ x_n \mid \hat{r}_n; \text{diag}(q^f) \right\}$, $n = 1\ldots N$
12: $q^p \leftarrow \frac{1}{N} \sum_{n=1}^{N} q^x_n$
13: until convergence
14: return $\hat{X}$

Table 4.1: SPA-SHyGAMP for Sketched Clustering

and treat the sum over $l$ as complex Gaussian. For the remainder of this section, we suppress the subscripts “$m$” and “$y|z$” to simplify the notation.

We begin by writing (4.25) as

$$y = \alpha_k \exp\left(-g^2 \tau_k / 2\right) \exp\left(j g(z_k + n_k)\right) \overset{\Delta}{=} \beta_k \overset{\Delta}{=} \theta_k$$

$$+ \sum_{l \neq k} \alpha_l \exp\left(-g^2 \tau_l / 2\right) \exp\left(j g(z_l + n_l)\right),$$

(4.26)

where we introduced i.i.d. $n_k \sim \mathcal{N}(0, q^n)$ to facilitate the derivation in the sequel.

Eventually we will take $q^n \to 0$, in which case (4.26) exactly matches (4.25).
Next we derive an expression for the marginal posterior $p(z_k|y)$ under the pseudo-prior $z_k \sim \mathcal{N}(\hat{p}_k, q_k^p) \ \forall k$. First,

\begin{align}
p(z_k|y) &= \int_{\mathbb{R}^K} p(z, \theta_k|y) \, d\theta_k \, dz_{\backslash k} \\
&= \frac{1}{p(y)} \int_{\mathbb{R}^K} p(y|z, \theta_k)p(\theta_k|z) \, d\theta_k \, dz_{\backslash k} \\
&= \frac{1}{p(y)} \int_{\mathbb{R}^K} p(y|z_{\backslash k}, \theta_k)\mathcal{N}(\theta_k; g z_k, g^2 q^n) \\
&\quad \times \prod_{l=1}^{K} \mathcal{N}(z_l; \hat{p}_l, q_l^p) \, d\theta_k \, dz_{\backslash k},
\end{align}

where $z_{\backslash k} \triangleq [z_1, \ldots, z_{k-1}, z_{k+1}, \ldots, z_K]^T$. A change-of-variables from $z_l$ to $\tilde{z}_l \triangleq z_l - \hat{p}_l$ for all $l \neq k$ gives

\begin{align}
p(z_k|y) &= \frac{\mathcal{N}(z_k; \hat{p}_k, q_k^p)}{p(y)} \int_{\mathbb{R}} \mathcal{N}(\theta_k; g z_k, g^2 q^n) \\
&\quad \times \left[ \int_{\mathbb{R}^{K-1}} p(y|\tilde{z}_{\backslash k}, \theta_k) \prod_{l \neq k} \mathcal{N}(\tilde{z}_l; 0, q_l^p) \, d\tilde{z}_{\backslash k} \right] \, d\theta_k,
\end{align}

where $p(y|\tilde{z}_{\backslash k}, \theta_k)$ is associated with the generative model

\begin{align}
y = \beta_k \exp(j \theta_k) + \sum_{l \neq k} \beta_l \exp \left( j g (\hat{p}_l + \tilde{z}_l + n_l) \right)
\end{align}

with i.i.d. $n_l \sim \mathcal{N}(0, q^n)$. Now, because $\tilde{z}_l$ and $n_l$ are (apriori) mutually independent zero-mean Gaussian variables, we can work directly with the sum $\tilde{n}_l \triangleq \tilde{z}_l + n_l \sim \mathcal{N}(0, q_l^p + q^n)$ and thus bypass the inner integral in (4.30). This allows us to write

\begin{align}
p(z_k|y) &= \frac{\mathcal{N}(z_k; \hat{p}_k, q_k^p)}{p(y)} \int_{\mathbb{R}} \mathcal{N}(\theta_k; g z_k, g^2 q^n) p(y|\theta_k) \, d\theta_k,
\end{align}

where $p(y|\theta_k)$ is associated with the generative model

\begin{align}
y = \beta_k \exp(j \theta_k) + \sum_{l \neq k} \beta_l \exp \left( j g (\hat{p}_l + \tilde{n}_l) \right)
\end{align}
with i.i.d. \( \tilde{n}_t \sim \mathcal{N}(0, q_t^p + q^a) \). Recalling that \( y \in \mathbb{C} \), it will sometimes be useful to write (4.33) as

\[
\begin{align*}
\begin{pmatrix} \text{Re}\{y\} \\ \text{Im}\{y\} \end{pmatrix} &\sim \mathcal{N} \left( \beta_k \begin{pmatrix} \cos(\theta_k) \\ \sin(\theta_k) \end{pmatrix} + \sum_{l \neq k} \beta_l \mathbb{E} \left\{ \begin{pmatrix} \text{Re}\{v_l\} \\ \text{Im}\{v_l\} \end{pmatrix} \right\} , \right.
\sum_{l \neq k} \beta_l^2 \text{Cov} \left\{ \begin{pmatrix} \text{Re}\{v_l\} \\ \text{Im}\{v_l\} \end{pmatrix} \right\} \right),
\end{align*}
\]

(4.34)

To compute the posterior mean of \( z_k \), (4.32) implies

\[
\hat{z}_k \triangleq \mathbb{E} \{ z_k | y \} = \int_{\mathbb{R}} z_k p(z_k | y) \, dz_k
\]

(4.35)

\[
\begin{align*}
\hat{z}_k &= \frac{1}{p(y)} \int_{\mathbb{R}} \left[ \int_{\mathbb{R}} z_k \mathcal{N}(g z_k; \theta_k, g^2 q^a) \mathcal{N}(z_k; \hat{p}_k, q_k^p) \, dz_k \right] p(y | \theta_k) \, d\theta_k \\
&= \int_{\mathbb{R}} \left[ \int_{\mathbb{R}} z_k \mathcal{N} \left( z_k; \frac{\theta_k/g}{q^a + \hat{p}_k/q_k} \cdot \frac{1}{\hat{p}_k/q_k}, \frac{1}{q^a + \hat{p}_k/q_k} \right) \, dz_k \right] \frac{\mathcal{N}(\theta_k; g \hat{p}_k, g^2 (q^a + q_k^p)) \, p(y | \theta_k)}{p(y)} \, d\theta_k \\
&= \int_{\mathbb{R}} \frac{\theta_k/g + \hat{p}_k}{q^a + \hat{p}_k/q_k} p(\theta_k | y) \, d\theta_k
\end{align*}
\]

(4.36)

(4.37)

(4.38)

(4.39)

where the Gaussian pdf multiplication rule\(^{14}\) was used in (4.37) and where \( \hat{\theta}_k \) denotes the posterior mean of \( \theta_k \).

\[^{14}\mathcal{N}(x; a, A) \mathcal{N}(x; b, B) = \mathcal{N}(0; a - b, A + B) \mathcal{N}(x; (A^{-1} + B^{-1})^{-1}(A^{-1}a + B^{-1}b), (A^{-1} + B^{-1})^{-1}).\]
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For the posterior variance of $z_k$, a similar approach gives

$$q_k^z \triangleq \text{var}\{z_k|y\} = \int_{\mathbb{R}} (z_k - \hat{z}_k)^2 p(z_k|y) \, dz_k$$  \hspace{1cm} (4.40)

$$= \frac{1}{p(y)} \int_{\mathbb{R}} \left[ \int_{\mathbb{R}} (z_k - \hat{z}_k)^2 \mathcal{N}(g z_k; \theta_k^p, q^n) \right. \times \mathcal{N}(z_k; \hat{p}_k, q^p_k) \, dz_k \left. \right] p(y|\theta_k) \, d\theta_k$$  \hspace{1cm} (4.41)

$$= \int_{\mathbb{R}} \left[ \int_{\mathbb{R}} (z_k - \hat{z}_k)^2 \mathcal{N} \left( \frac{g_k^p g' + \hat{p}^2_k}{q^n + q^p_k}, \frac{1}{q^n + q^p_k} \right) \, dz_k \right] \times p(\theta_k|y) \, d\theta_k.$$

(4.42)

Using a change-of-variables from $z_k$ to $\tilde{z}_k \triangleq z_k - \hat{z}_k$, we get

$$q_k^z = \int_{\mathbb{R}} \left[ \int_{\mathbb{R}} \tilde{z}_k^2 \mathcal{N} \left( \tilde{z}_k; \frac{g_k^p g' + \hat{p}^2_k}{q^n + q^p_k}, \frac{1}{q^n + q^p_k} \right) \, d\tilde{z}_k \right] \times p(\theta_k|y) \, d\theta_k$$  \hspace{1cm} (4.43)

$$= \int_{\mathbb{R}} \left[ \left( \frac{(\theta_k - \hat{\theta}_k)/g}{1 + q^n/q^p_k} \right)^2 + \frac{q^n}{1 + q^n/q^p_k} \right] p(\theta_k|y) \, d\theta_k$$  \hspace{1cm} (4.44)

$$= \frac{q^n}{1 + q^n/q^p_k} + \frac{1}{g^2} \left( \frac{1}{1 + q^n/q^p_k} \right)^2 \int_{\mathbb{R}} (\theta_k - \hat{\theta}_k)^2 p(\theta_k|y) \, d\theta_k.$$

(4.45)

$$\triangleq q_k^\theta = \text{var}\{\theta_k|y\}$$

The computation of $\hat{z}_k$ and $q_k^\theta$ is still complicated by the form of the posterior $p(\theta_k|y)$ implied by (4.33). To circumvent this problem, we propose to apply a Gaussian approximation to the sum in (4.33). Because $\{\tilde{\eta}_t\}_{t \neq k}$ are mutually independent, the mean and covariance of the sum in (4.33) are simply the sum of the means and covariances (respectively) of the $K - 1$ terms making up the sum. Recalling (4.34), this implies that

$$p \left( \begin{bmatrix} \text{Re}\{y\} \\ \text{Im}\{y\} \end{bmatrix} \bigg| \theta_k \right) \approx \mathcal{N} \left( \begin{bmatrix} \text{Re}\{y\} \\ \text{Im}\{y\} \end{bmatrix}; \beta_k \begin{bmatrix} \cos(\theta_k) \\ \sin(\theta_k) \end{bmatrix} + \mu_k, \Sigma_k \right)$$

(4.46)
with

\[
\mu_k = \sum_{i \neq k} \alpha_i e^{-g^2(q_i + q^*_k)/2} \begin{bmatrix} \cos(g\tilde{p}_i) \\ \sin(g\tilde{p}_i) \end{bmatrix} \quad (4.47)
\]

\[
\Sigma_k = \frac{1}{2} \sum_{i \neq k} \beta_i^2 \left( 1 - e^{-g^2q^*_i} \right) \times \begin{bmatrix} \cos(2g\tilde{p}_i) & \sin(2g\tilde{p}_i) \\ \sin(2g\tilde{p}_i) & -\cos(2g\tilde{p}_i) \end{bmatrix}. \quad (4.48)
\]

We note that (4.47) and (4.48) were obtained using

\[
E\{ \text{Re}\{v_l\} \} = \exp \left( -g^2q^*_l / 2 \right) \cos(g\tilde{p}_l) \quad (4.49)
\]

\[
E\{ \text{Im}\{v_l\} \} = \exp \left( -g^2q^*_l / 2 \right) \sin(g\tilde{p}_l) \quad (4.50)
\]

\[
2E\{ \text{Re}\{v_l\} \}^2 = 1 + \exp \left( -g^2q^*_l \right) \cos(2g\tilde{p}_l) \quad (4.51)
\]

\[
2E\{ \text{Im}\{v_l\} \}^2 = 1 - \exp \left( -g^2q^*_l \right) \cos(2g\tilde{p}_l) \quad (4.52)
\]

\[
2E\{ \text{Re}\{v_l\} \text{Im}\{v_l\} \} = \exp \left( -g^2q^*_l \right) \sin(2g\tilde{p}_l), \quad (4.53)
\]

which use the fact that, after letting \( q^* \to 0 \),

\[
E\{v_l\} = \int_{\mathbb{R}} \mathcal{N}(z_l; \tilde{p}_l, q^*_l) \exp(jgz_l) \, dz_l \quad (4.54)
\]

\[
= \exp \left( jg\tilde{p}_l - g^2q^*_l / 2 \right). \quad (4.55)
\]

Rewriting (4.46) as

\[
p\left( \beta_k^{-1} \begin{bmatrix} \text{Re}\{y\} \\ \text{Im}\{y\} \end{bmatrix} \mid \theta_k \right) 
\approx \mathcal{N} \left( \begin{bmatrix} \cos(\theta_k) \\ \sin(\theta_k) \end{bmatrix} ; \beta_k^{-1} \begin{bmatrix} \text{Re}\{y\} \\ \text{Im}\{y\} \end{bmatrix} - \beta_k^{-1} \mu_k, \beta_k^{-2} \Sigma_k \right), \quad (4.56)
\]

the right side of (4.56) can be recognized as being proportional to the generalized von Mises (GvM) density over \( \theta_k \in [0, 2\pi) \) from [63]. Under this GvM approximation, we have [63] that

\[
p(y|\theta_k) \propto \exp \left( \kappa_k \cos(\theta_k - \zeta_k) + \overline{\kappa}_k \cos[2(\theta_k - \overline{\zeta}_k)] \right) \quad (4.57)
\]

74
for parameters $\kappa_k, \tau_k > 0$ and $\zeta_k, \xi_k \in [0, 2\pi)$ defined from $\beta_k^{-1}y, \beta_k^{-1}\mu_k$, and $\beta_k^{-2}\Sigma_k$.

In particular,

$$
\kappa_k \cos(\zeta_k) = -\frac{1}{1 - \rho_k^2} \left( \frac{\rho_k \nu_k}{\sigma_k \tau_k} - \frac{\nu_k}{\sigma_k^2} \right) 
$$

(4.58)

$$
\kappa_k \sin(\zeta_k) = -\frac{1}{1 - \rho_k^2} \left( \frac{\rho_k \nu_k}{\sigma_k \tau_k} - \frac{\nu_k}{\sigma_k^2} \right) 
$$

(4.59)

$$
\kappa_k \cos(2\zeta_k) = -\frac{1}{4(1 - \rho_k^2)} \left( \frac{1}{\sigma_k^2} - \frac{1}{\tau_k^2} \right) 
$$

(4.60)

$$
\kappa_k \sin(2\zeta_k) = \frac{\rho_k}{2(1 - \rho_k^2) \sigma_k \tau_k}, 
$$

(4.61)

where

$$
\begin{bmatrix}
\nu_k \\
\nu_k \\
\sigma_k^2 \\
\rho_k \sigma_k \tau_k
\end{bmatrix} \triangleq \beta_k^{-1} \left( \begin{bmatrix}
\text{Re}\{y\} \\
\text{Im}\{y\}
\end{bmatrix} - \mu_k \right)
$$

(4.62)

$$
\begin{bmatrix}
\sigma_k^2 \\
\rho_k \sigma_k \tau_k \\
\rho_k \sigma_k \tau_k
\end{bmatrix} \triangleq \beta_k^{-2} \Sigma_k. 
$$

(4.63)

From (4.57) and the SHyGAMP pseudo-prior $z_k \sim \mathcal{N}(\hat{p}_k, q_k^p)$, we see that the posterior on $\theta_k$ takes the form

$$
p(\theta_k | y) \propto \mathcal{N} \left( \theta_k; g\hat{p}_k, g^2 q_k^p \right) p(y | \theta_k) 
$$

(4.64)

$$
\propto \exp \left[ \kappa_k \cos(\theta_k - \xi_k) + \tau_k \cos[2(\theta_k - \zeta_k)] - \frac{(\hat{\theta}_k - g\hat{p}_k)^2}{2g^2 q_k^p} \right]. 
$$

(4.65)

We now face the task of computing $\hat{\theta}_k = \mathbb{E}\{\theta_k | y\}$ and $q_k^\theta = \text{var}\{\theta_k | y\}$ under (4.65). Since these quantities do not appear to be computable in closed form, we settle for an approximation, such as that based on the Laplace approximation [23] or numerical integration. For the Laplace approximation, we would first compute $\hat{\theta}_{k,\text{MAP}} \triangleq \arg \max_{\theta_k} \ln p(\theta_k | y)$ and then approximate $\hat{\theta}_k \approx \hat{\theta}_{k,\text{MAP}}$ and $q_k^\theta \approx -\frac{d^2}{d\theta_k^2} \ln p(\theta_k | y) |_{\theta_k = \hat{\theta}_{k,\text{MAP}}}$. However, since computing $\arg \max_{\theta_k} \ln p(\theta_k | y)$ is complicated due to the presence of multiple local maxima, we instead use numerical integration. For this, we suggest a grid of $N_{\text{pts}} N_{\text{per}} + 1$ uniformly-spaced points centered
at \( \hat{g} \theta_k \) with width \( 2\pi N_{\text{per}} \), where \( N_{\text{per}} = \left\lceil \frac{N_{\text{std}}}{\pi} \sqrt{g^2 q_k^p} \right\rceil \). This choice of grid ensures that the sampling points cover at least \( N_{\text{std}} \) standard deviations of the prior on \( \theta_k \).

We used \( N_{\text{std}} = 4 \) and \( N_{\text{pts}} = 7 \) in the numerical experiments in Section 4.3.

Finally, after approximating \( \hat{\theta}_k \) and \( q^p_k \) via numerical integration, we set \( \hat{z}_k = \hat{\theta}_k / g \) and \( q^z_k = q^p_k / g^2 \).

### Inference of \( x_n \)

Recall that lines 10-11 of Table 4.1 support an arbitrary prior \( p_x \) on \( x_n \). For the experiments in Section 4.3, we used the trivial non-informative prior \( p_x(x_n) \propto 1 \), after which lines 10-11 reduce to

\[
q^x_n = q^r \quad \forall n \quad \text{and} \quad \hat{x}_n = \hat{r}_n \quad \forall n.
\] (4.66)

#### 4.2.4 Initialization

We recommend initializing CL-AMP with \( \hat{X} = \hat{X}_0 \) and \( q^p = q^p_0 \), where \( \hat{X}_0 \) is drawn i.i.d. \( \mathcal{N}(0, \sigma^2) \) and where \( q^p_0 = \sigma^2 1 \), with \( \sigma^2 \) from (4.79) (as described in Section 4.2.7).

In some cases, running CL-AMP from \( R > 1 \) different random initializations can help avoid to spurious solutions. Here, CL-AMP is run from a different random initialization \( \hat{X}_{0,r} \), for \( r = 1, \ldots, R \), and then the quality of the recovered solution \( \hat{X}_r \) is evaluated by constructing the “estimated sketch” \( \hat{y}_r \) via

\[
\hat{y}_{mr} = \sum_{k=1}^{K} \alpha_k \exp(-g^2 m \tau_k) \exp(jg_m a^T_m \hat{x}_{kr})
\] (4.67)

recalling (4.9) and (4.17), and then measuring its distance to the true sketch \( y \). The initialization index is then selected as

\[
r_* = \arg \min_r \|y - \hat{y}_r\|,
\] (4.68)
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and the centroids saved as \( \hat{X} = \hat{X}_r \). In Section 4.3, we used \( R = 2 \) for all experiments.

### 4.2.5 Hyperparameter Tuning

The likelihood model \( p_{y|z} \) in (4.18) depends on the unknown hyperparameters \( \alpha \) and \( \tau \). We propose to estimate these hyperparameters using a combination of expectation maximization (EM) and SHyGAMP, as suggested in [9] and detailed—for the simpler case of GAMP—in [4]. The idea is to run SHyGAMP using an estimate of \( \alpha \) and \( \tau \), update \( \alpha \) and \( \tau \) from the SHyGAMP outputs, and repeat until convergence. For the first estimate, we suggest to use \( \alpha_k = \frac{1}{R} \) and \( \tau_k = 0 \) for all \( k \).

Extrapolating [4, eq. (23)] to the SHyGAMP case, the EM update of \( (\alpha, \tau) \) takes the form

\[
(\hat{\alpha}, \hat{\tau}) = \arg \max_{\alpha \geq 0, \alpha^T 1 = 1, \tau > 0} \sum_{m=1}^{M} \int_{\mathbb{R}^K} \mathcal{N}(z_m; \hat{z}_m, Q_m^z) \times \ln p_{y|z}(y_m | z_m ; \alpha, \tau) \, dz_m,
\]

where \( \hat{z}_m \) and \( Q_m^z = \text{diag}\{g^z_m\} \) are obtained by running SHyGAMP to convergence under \( (\alpha, \tau) \). To proceed, we model the Dirac delta in (4.18) using a circular Gaussian pdf with vanishingly small variance \( \epsilon > 0 \), in which case

\[
\ln p_{y|z}(y_m | z_m ; \alpha, \tau) = -\frac{1}{\epsilon} \left| y_m - \sum_{k=1}^{K} \alpha_k \exp \left(j g_m z_{mk} - \frac{g_m^2 \tau_k}{2}\right) \right|^2 + \text{const.}
\]
Plugging (4.70) back into (4.69), we see that the constant and the $1/\epsilon$-scaling play no role in the optimization, and so we can discard them to obtain

$$
(\hat{\alpha}, \hat{\tau}) = \arg\min_{\alpha \geq 0, \alpha^T 1 = 1, \tau > 0} \sum_{m=1}^{M} \int_{\mathbb{R}^K} \mathcal{N}(z_m; \hat{z}_m, Q_m^2) \times \left| y_m - \sum_{k=1}^{K} \alpha_k \exp \left( jg_m z_{mk} - \frac{g_m^2 \tau_k}{2} \right) \right|^2 d z_m.
$$

(4.71)

A closed-form solution to the optimization problem in (4.71) seems out of reach. Also, the optimization objective is convex in $\alpha$ for fixed $\tau$, and convex in $\tau$ for fixed $\alpha$, but not jointly convex in $[\alpha^T, \tau^T]$. Although the optimization problem (4.71) is difficult to solve, the solutions obtained by gradient projection (GP) [43] seem to work well in practice. Also, GP is made practical by closed-form gradient expressions. In particular, let

$$
q_{mk} \triangleq \exp \left( -\frac{g_m^2 \tau_k}{2} \right),
$$

(4.72)

$$
\rho_{mk} \triangleq \exp \left( jg_m \hat{z}_{mk} - \frac{q_{mk}^2 g_m^2}{2} \right),
$$

(4.73)

and recall that $v_{mk} = \exp(jg_m z_{mk})$ from (4.26). Then the $m$th term of the sum in the objective in (4.71) becomes

$$
\int_{\mathbb{R}^K} \mathcal{N}(z_m; \hat{z}_m, Q_m^2) \left| y_m - \sum_{k=1}^{K} \alpha_k q_{mk} v_{mk} \right|^2 d z_m
$$

$$
= \left| y_m \right|^2 - 2 \sum_{k=1}^{K} \alpha_k q_{mk} \text{Re} \left\{ y_m^* \rho_{mk} \right\}
$$

$$
+ \sum_{k=1}^{K} \alpha_k q_{mk} \rho_{mk}^* \sum_{l \neq k}^{K} \alpha_l q_{ml} \rho_{ml} + \sum_{k=1}^{K} \alpha_k^2 q_{mk}^2,
$$

(4.74)
where we used the fact that \( \int_{\mathbb{R}^N} \mathcal{N}(z_{mk}; \hat{z}_{mk}, q_{mk}) v_{mk} \, dz_{mk} = \rho_{mk}. \) After reapplying the sum over \( m, \) we get

\[
\frac{\partial}{\partial \alpha_k} M \sum_{m=1}^{M} \int_{\mathbb{R}^K} \mathcal{N}(z_{m}; \hat{z}_{m}, Q_{m}^2) \left| y_m - \sum_{k=1}^{K} \alpha_k q_{mk} v_{mk} \right|^2 dz_m
\]

\[
= -2 \sum_{m=1}^{M} q_{mk} \gamma_{mk} \tag{4.75}
\]

\[
\frac{\partial}{\partial \tau_k} M \sum_{m=1}^{M} \int_{\mathbb{R}^K} \mathcal{N}(z_{m}; \hat{z}_{m}, Q_{m}^2) \left| y_m - \sum_{k=1}^{K} \alpha_k q_{mk} v_{mk} \right|^2 dz_m
\]

\[
= \alpha_k \sum_{m=1}^{M} g_{mk}^2 q_{mk} \gamma_{mk} \tag{4.76}
\]

for

\[
\gamma_{mk} \triangleq \text{Re} \left\{ y_m^* \rho_{mk} \right\} - \alpha_k q_{mk} - \sum_{l \neq k}^{K} \alpha_l q_{ml} \text{Re} \left\{ \rho_{mk}^* \rho_{ml} \right\}. \tag{4.77}
\]

We found that complexity of hyperparameter tuning can be substantially reduced, without much loss in accuracy, by using only a subset of the terms in the sum in (4.71), as well as in the corresponding gradient expressions (4.75)-(4.76). For the experiments in Section 4.3, we used a fixed random subset of \( \min(M, 20K) \) terms.

### 4.2.6 Algorithm Summary

Table 4.2 summarizes the CL-AMP algorithm with \( R \) random initializations and tuning of the hyperparameters \((\alpha, \tau)\). Note that the random initializations \( \{\hat{X}_{0,r}\} \) are used only for the first EM iteration, i.e., \( i = 0 \). Subsequent EM iterations (i.e., \( i \geq 1 \)) are initialized using the output \( \hat{X}_i \) of the previous EM iteration.
Require: Measurements \( y \in \mathbb{C}^M \), gains \( \{g_m\}_{m=1}^M \), number of initializations \( R \geq 1 \), initializations \( \{\hat{X}_{0,r}\}_{r=1}^R, q_0^r, \alpha_0, \tau_0 \).

1: \( i = 0 \)
2: repeat
3: if \( i = 0 \) then
4: for \( r = 1 : R \) do
5: Run CL-AMP with fixed \((\alpha_0, \tau_0)\) from initialization \( (\hat{X}_{0,r}, q_0^r) \), yielding output \( \hat{X}_{1,r}, \hat{Z}_r, \) and \( \{q_m^r\}_{m=1}^M \).
6: end for
7: Compute \( \hat{y}_{mr} \triangleq \sum_{k=1}^K \alpha_{ok} \exp(-g_m^2 \tau_0 k) \exp(g_m \hat{z}_{mk}) \forall mr \).
8: Find \( r^* = \arg \min_r \|y - \hat{y}_r\| \).
9: Set \( \hat{X}_1 = \hat{X}_{1,r^*}, \hat{Z} = \hat{Z}_{r^*} \) and \( \{q_m^r\}_{m=1}^M = \{q_m^{r^*}\}_{m=1}^M \).
else
10: Run CL-AMP with fixed \((\alpha_i, \tau_i)\) from initialization \( (\hat{X}_i, q_0^i) \), yielding output \( \hat{X}_{i+1}, \hat{Z}, \) and \( \{q_m^i\}_{m=1}^M \).
12: end if
13: Compute \((\alpha_{i+1}, \tau_{i+1})\) via (4.71) using \( \hat{Z} \) and \( \{q_m^i\}_{m=1}^M \).
14: \( i \leftarrow i + 1 \).
15: until convergence

Table 4.2: CL-AMP with hyperparameter tuning and multiple random initializations

### 4.2.7 Frequency Generation

As proposed in [55], \( a_m \) were drawn uniformly on the unit sphere and \( \{g_m\} \) were drawn i.i.d. from the distribution

\[
p(g; \sigma^2) \propto 1_{[0, \infty)}(g) \sqrt{g^2 \sigma^2 + \frac{g^4 \sigma^4}{4}} \exp \left( -\frac{1}{2} g^2 \sigma^2 \right), \tag{4.78}
\]

which has parameter \( \sigma^2 \). The authors in [55] suggest using \( \sigma^2 = \frac{1}{NK} \sum_{k=1}^K \text{tr}(\Phi_k) \) and propose a method to estimate \( \sigma^2 \) from \( y \). However, our numerical experiments suggest that using

\[
\sigma^2 = \frac{\text{E}\{\|d\|^2\}}{\|D\|^2_F} / NT \approx \|D\|^2_F / NT \tag{4.79}
\]

provides significantly improved performance. Note that the right side of (4.79) can be computed in an online manner, or approximated using a subset of the data. For
the experiments in Section 4.3, we computed $\sigma^2$ via the right side of (4.79) and used it in computing $q_0^* = \sigma^2 1$.

4.3 Numerical Experiments

In this section, we present the results of several experiments used to test the performance of the CL-AMP, CL-OMPR, and k-means++ algorithms. For k-means++, we used the implementation provided by MATLAB and, for CL-OMPR, we downloaded the MATLAB implementation from [64]. CL-OMPR and CL-AMP used the same sketch $\mathbf{y}$, whose frequency vectors $\mathbf{W}$ were drawn using the method described in Section 4.2.7, with the scaling parameter $\sigma^2$ set via (4.79). For CL-OMPR and CL-AMP, the reported runtimes include the time of computing the sketch, unless otherwise noted. All experiments were run on a Dell PowerEdge C6320 two-socket server with Intel Xeon E5-2680 v4 processors (14 cores, 2.40GHz) and 128GB RAM.

4.3.1 Experiments with Synthetic Data

Performance vs. sketch length $M$

In the first experiment, we test each algorithm’s ability to minimize SSE on a set of training data, i.e., to solve the problem (4.1). In addition, we test how well the recovered centroids work in minimum-distance classification.

The experiment was conducted as follows. Fixing the number of classes at $K = 10$ and the data dimension at $N = 100$, 10 Monte Carlo trials were performed. In each trial, the true centroids were randomly drawn\(^\text{15}\) as $\mathbf{x}_k \sim \mathcal{N}(0_N, 1.5^2 K^2/N \mathbf{I}_N)$. Then, using these centroids, a training dataset $\{\mathbf{d}_t\}_{t=1}^T$ with $T = 10^7$ samples was drawn from

\(^\text{15}\)This data-generation model was chosen to match that from [55], and is intended to have a relatively constant Bayes error rate w.r.t. $N$ and $K$. 
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the GMM (4.5) with weights $\alpha_k = 1/K$ and covariances $\Phi_k = I_N \forall k$. Additionally, a test dataset $\{\bar{d}_t\}$ of $10^6$ samples was independently generated.

For centroid recovery, k-means++ was invoked on the training dataset, and both CL-AMP and CL-OMPR were invoked after sketching the training data with $M$ samples as in (4.2). Sketch lengths $M/KN \in \{1, 2, 3, 5, 10, 20\}$ were investigated. CL-AMP used two random initializations, i.e., $R = 2$ as defined in Table 4.2.

For each algorithm, the SSE of its estimated centroids $\{\hat{x}_k\}_{k=1}^K$ was calculated using the training data $\{d_t\}_{t=1}^T$ via (4.1). Additionally, the performance of the estimated centroids in minimum-distance classification was evaluated as follows. First, labels $\{j_k\}_{k=1}^K$ were assigned to the estimated centroids by solving the linear assignment problem [65] without replacement, given by

$$\arg \min_{\{j_1, \ldots, j_K\} = \{1, \ldots, K\}} \sum_{k=1}^K \|x_k - \hat{x}_{j_k}\|^2_2. \tag{4.80}$$

Next, each test sample $\bar{d}_t$ was classified using minimum-distance classification, producing the estimated label

$$\hat{k}_t = \arg \min_{k \in \{1, \ldots, K\}} \|\bar{d}_t - \hat{x}_{j_k}\|. \tag{4.81}$$

The classification error rate (CER) was then calculated as the proportion of estimated labels $\hat{k}_t$ that do not equal the true label $k_t$ from which the test sample $\bar{d}_t$ was generated.\footnote{Note that the true label $k_t$ was assigned when the test sample $\bar{d}_t$ was generated. The true label $k_t$ does not necessarily indicate which of the true centroids $\{x_k\}$ is closest to $\bar{d}_t$.}

Figures 4.1, 4.2, and 4.3 show the median SSE, CER, and runtime (including sketching), respectively, for CL-AMP and CL-OMPR versus $M/KN$. Also shown is the median SSE, CER, and runtime of k-means++, as a baseline, where k-means++
has no dependence on $M$. Because a low runtime is meaningless if the corresponding SSE is very high, the runtime was not shown for CL-AMP and CL-OMPR whenever its SSE was more than 1.5 times that of k-means++. The error bars show the standard deviation of the estimates.

Figure 4.1: SSE vs. sketch length $M$ for $K = 10$ clusters, dimension $N = 100$, and $T = 10^7$ training samples.

Figure 4.1 shows that CL-AMP achieved a low SSE with smaller sketch size $M$ than CL-OMPR. In particular, CL-AMP required $M \approx 2KN$ to yield a low SSE, while CL-OMPR required $M \approx 10KN$. Also, with sufficiently large $M$, the SSE achieved by CL-AMP and CL-OMPR was lower than that achieved by k-means++.

Figure 4.2 shows that CL-AMP achieved a low CER with sketch size $M \approx KN$, while CL-OMPR required $M \approx 10KN$. Also, with sufficiently large $M$, CL-AMP
and CL-OMPR achieved near-zero CER, whereas k-means++ achieved an error rate of only $\approx 0.2$.

Finally, Figure 4.3 shows that, for $M/KN \in \{10, 20\}$, k-means++ ran slightly faster than CL-AMP, which ran slightly faster than CL-OMPR. However, for $M/KN \in \{1, 2, 3, 5\}$, CL-AMP ran significantly faster than k-means++. For $M/KN \in \{1, 2, 3, 5\}$, the runtime of CL-OMPR was not shown because it generated centroids of significantly worse SSE than those of k-means++.

**Performance vs. number of classes $K$**

In a second experiment, we evaluated each algorithm’s performance versus the number of classes $K \in \{5, 10, 15, 20, 25, 30, 40, 50\}$ and sketch sizes $M/KN \in \{2, 5, 10\}$
for fixed data dimension $N = 50$. The data was generated in exactly the same way as the previous experiment, and the same performance metrics were evaluated. Figures 4.4, 4.5, and 4.6 show the median SSE, CER, and runtime (including sketching), respectively, versus $K$, for CL-AMP, CL-OMPR, and k-means++.

Figure 4.4 shows that, as $K$ increases, the SSE of k-means++ remained roughly constant, as expected based on the generation of the true centers $x_k$. For $K \leq 20$, CL-AMP yielded the best SSE for all tested values of $M$. For $K > 20$, CL-AMP yielded the best SSE with sketch sizes $M \in \{5KN, 10KN\}$, but performed poorly with $M = 2KN$. Meanwhile, CL-OMPR performed reasonably well with sketch size $M = 10KN$, but poorly with $M \in \{2KN, 5KN\}$. 

Figure 4.3: Runtime (including sketching) vs. sketch length $M$ for $K = 10$ clusters, dimension $N = 100$, and $T = 10^7$ training samples.
Figure 4.4: SSE vs. number of clusters $K$ for dimension $N = 50$, sketch size $M \in \{2, 5, 10\} \times K N$, and $T = 10^7$ training samples.

Figure 4.5 shows similar trends. With sketch size $M \in \{5KN, 10KN\}$, CL-AMP had the lowest CER of any algorithm for all tested values of $K$. With sketch size $M = 10KN$, CL-OMPR gave CER better than k-means++ for all tested $K$, but with $M \in \{2KN, 5KN\}$ CL-OMPR gave CER worse than k-means++ for all tested $K$.

Finally, Figure 4.6 shows that CL-AMP ran faster than CL-OMPR at all tested $K$ due to its ability to work with a smaller sketch size $M$. For large $K$, Figure 4.6 suggests that the runtime of both CL-AMP and CL-OMPR grow as $O(K^2)$. The $O(K^2)$ complexity scaling is expected for CL-AMP, since its complexity is $O(MNK)$ and we set $M = O(K)$. But the $O(K^2)$ complexity scaling is somewhat surprising for CL-OMPR, since its complexity is $O(MNK^2)$ and we set $M = 10NK$. Also, Figure 4.6 shows that CL-AMP ran faster than k-means++ for most values of $K$; for
In a third experiment, we evaluated each algorithm’s performance versus the dimension $N$ (logarithmically spaced between 10 and 316) for $K = 10$ classes and sketch size $M \in \{2, 5, 10\} \times KN$. The data was generated in exactly the same way as the
previous two experiments, and the same performance metrics were evaluated. Figures 4.7, 4.8, and 4.9 show the median SSE/N, the CER, and the runtime (including sketching), respectively, versus $N$, for CL-AMP, CL-OMPR, and k-means++.

Figure 4.7 shows that, among all algorithms, CL-AMP achieved the lowest SSE for all tested values of $N$ and $M$. Meanwhile, both CL-OMPR under sketch size $M = 10KN$ and k-means++ achieved reasonably good SSE, but CL-OMPR under smaller sketches gave much higher SSE.

Figure 4.8 shows that, among all algorithms, CL-AMP achieved the lowest CER for all tested values of $N$ and $M$. Meanwhile, CL-OMPR under sketch size $M = 10KN$ gave similar CER to CL-AMP for most $N$, k-means++ gave significantly worse performance, and CL-AMP achieved the lowest CER for all tested values of $N$ and $M$.
CER compared to CL-AMP for all $N$, and CL-OMPR under sketch size $M = 5KN$ or $2KN$ gave even worse CER for all $N$.

Finally, Figure 4.9 shows that, among all algorithms, CL-AMP with sketch size $M = 2KN$ ran the fastest for all tested values of $N$. Meanwhile, CL-OMPR with sketch size $M = 10KN$ ran at a similar speed to CL-AMP with sketch size $M = 10KN$, for all $N$. The runtimes for CL-OMPR with smaller sketches are not shown because it achieved significantly worse SSE than k-means++. Figure 4.9 suggests that, if $N$ is increased beyond 316, then eventually k-means++ will be faster than CL-AMP under fixed $M/KN$.

![Graph](image_url)

Figure 4.7: SSE/$N$ vs. dimension $N$ for $K = 10$ classes, $T = 10^7$ samples, and sketch size $M \in \{2, 5, 10\} \times KN$.  
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Figure 4.8: Classification Error Rate vs. dimension $N$ for $K = 10$ classes, $T = 10^7$ samples, and sketch size $M \in \{2, 5, 10\} \times KN$.

Performance vs. training size $T$

In a final synthetic-data experiment, we evaluated each algorithm’s performance versus the number of training samples $T$ (logarithmically spaced between $10^5$ and $10^8$) for $K = 10$ classes, dimension $N = 50$, and sketch size $M \in \{2, 5, 10\}KN$. The data was generated in exactly the same way as the previous three experiments, and the same performance metrics were evaluated.

Figure 4.10 shows the median SSE and CER versus $T$, for CL-AMP, CL-OMPR, and k-means++. From these figures, we observe that the SSE and CER for each algorithm (and sketch length $M$) were approximately invariant to $T$. CL-AMP (under any tested $M$) yielded the lowest values of SSE and CER. Both CL-OMPR under
Figure 4.9: Runtime (including sketching) vs. dimension $N$ for $K=10$ classes, $T=10^7$ samples, and sketch size $M \in \{2, 5, 10\} \times KN$.

Sketch size $M = 10KN$ and k-means++ gave reasonably good SSE and CER, but CL-OMPR under smaller sketches gave worse SSE and CER.

Then, Figure 4.11 shows the median runtime with and without sketching, respectively, for the algorithms under test. Figure 4.11a shows that, if sketching time is included in runtime, then all runtimes increased linearly with training size $T$. However, for large $T$, CL-AMP ran faster than k-means++ and CL-OMPR (while also achieving lower SSE and CER). Meanwhile, Figure 4.11b shows that, if sketching time is not included in runtime, then the runtimes of both CL-AMP and CL-OMPR were relatively invariant to $T$. Also, Figure 4.11 shows that, for $T > 10^6$, the sketching time was the dominant contributor to the overall runtime.
Figure 4.10: Performance vs. training size $T$ for $K = 10$ classes, dimension $N = 50$, and sketch size $M \in \{2, 5, 10\} \times KN$. 
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Figure 4.11: Runtime vs. training size $T$ for $K = 10$ classes, dimension $N = 50$, and sketch size $M \in \{2, 5, 10\} \times K N$. 
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4.3.2 Spectral Clustering of MNIST

Next we evaluated the algorithms on the task of spectral clustering [66] of the MNIST dataset. This task was previously investigated for CL-OMPR and k-means++ in [56], and we used the same data preprocessing steps: extract SIFT descriptors [67] of each image, compute the $K$-nearest-neighbors adjacency matrix (for $K = 10$) using FLANN [68], and compute the 10 principal eigenvectors of the associated normalized Laplacian matrix (since we know $K = 10$), yielding features of dimension $N = 10$. We applied this process to the original MNIST dataset, which includes $T = 7 \times 10^4$ samples, as well as an augmented one with $T = 3 \times 10^5$ samples constructed as described in [56].

The experiment was conducted as follows. In each of 10 trials, we randomly partitioned each sub-dataset into equally-sized training and testing portions. Then, we invoked CL-AMP, CL-OMPR, and k-means++ on the training portion of the dataset, using sketch sizes $M \in \{1, 2, 3, 5, 10\} \times KN$ for CL-AMP and CL-OMPR. The algorithm parameters were the same as in Section 4.3.1. Finally, the estimated centroids produced by each algorithm were evaluated using the same two metrics as in Section 4.3.1: SSE on the training data, and classification error rate (CER) when the centroids were used for minimum-distance classification of the test data samples.

The median SSE, CER, and runtime, versus sketch length $M$, are shown for CL-AMP and CL-OMPR in Figures 4.12-4.14, respectively, for the $T = 7 \times 10^4$-sample MNIST sub-dataset, and in Figures 4.15-4.17, respectively, for $T = 3 \times 10^5$-sample MNIST sub-dataset. As before, k-means++ is shown, as a baseline, although it does not use the sketch and thus is performance is invariant to $M$. From these figures, we observe that CL-AMP and CL-OMPR gave respectable results for sketch
lengths $M \geq 2KN$, and SSE nearly identical to kmeans++ for $M \geq 5KN$. For $M \geq 2KN$, however, CL-AMP yielded significantly lower CER than both CL-OMPR and k-means++, at the cost of a slower runtime. We attribute CL-AMP’s slower runtime to its use of many iterations $i$ in Table 4.2 for hyperparameter tuning.

![Figure 4.12: SSE vs. $M$ for the $T = 70,000$-sample spectral MNIST dataset, with $K = 10$ clusters and dimension $N = 10$.](image)

**4.3.3 Frequency Estimation**

Our final experiment concerns multi-dimensional frequency estimation. Consider a sum-of-sinusoids signal of the form

$$y(t) = \sum_{k=1}^{K} \alpha_k \exp(j t^\top x_k),$$

(4.82)
where $\mathbf{x}_k \in \mathbb{R}^N$ is the frequency of the $k$th sinusoid, $\alpha_k > 0$ is the amplitude of the $k$th sinusoid, and $\mathbf{t} \in \mathbb{R}^N$ denotes time. Given measurements of the signal $y(t)$ at a collection of random times $\mathbf{t} \in \{\mathbf{t}_m\}_{m=1}^M$, i.e.,

$$y_m = y(\mathbf{t}_m) \text{ for } m = 1, \ldots, M,$$

we seek to recover the frequencies $\{\mathbf{x}_k\}_{k=1}^K$. We are particularly interested in the case where the frequencies $\{\mathbf{x}_k\}$ are closely spaced, i.e., the “super-resolution” problem.

Note that the model in (4.82) matches that in (4.13) with $g_m \mathbf{a}_m = \mathbf{t}_m \forall m$ and $\Phi_k = 0 \forall k$, so that we can apply CL-AMP to this frequency estimation problem. The model in (4.82) also matches (4.4) with $\mathbf{w}_m = \mathbf{t}_m \forall m$, and so we can also apply CL-OMPR. But we cannot apply k-means++.
For frequency pairs \( \{x_1, x_2\} \) with \( \|x_1 - x_2\|_2 \geq \epsilon \), [69] claims that, with \( \{w_m\} \) drawn randomly from an appropriate distribution, one can resolve the frequencies with \( M \geq O\left(\ln(1/\epsilon)\right) \) measurements. However, choosing \( w_m \) uniformly spaced on a grid would require \( M \geq O(1/\epsilon) \) measurements. Thus, for a final experiment, similar to those performed in [69], we did the following. For a particular \( N \) and \( K \) (where \( K \) is even for simplicity), we generated \( K/2 \) pairs of frequencies \( \{x_{2k-1}, x_{2k}\} \), where \( \|x_{2k-1} - x_{2k}\|_2 = \epsilon \) for \( k = 1, ..., K/2 \). Then, for a particular realization of \( \{x_k\}_{k=1}^K \) and \( \{w_m\}_{m=1}^M \), CL-AMP and CL-OMPR were invoked to estimate \( \{\hat{x}_k\}_{k=1}^K \). Recovery was declared successful if

\[
\max_k \|x_{j_k} - \hat{x}_k\|_2 < \epsilon/2,
\]

(4.84)

where \( \{j_k\}_{k=1}^K \) solves the linear assignment problem (4.80).
For our experiment, we tested $K = 4$ frequency components of dimension $N = 2$ and varied $M$ from $3KN$ to $100KN$ while also varying $\epsilon$ from $10^{-1}$ to $10^{-3}$. For each combination, 10 trials were performed. The empirical probability of successful recovery is shown in Figures 4.18-4.19. In Figure 4.18, $a_m$ were drawn uniformly on the unit sphere and $g_m' = |g_m'|$ with $g_m' \sim \mathcal{N}(0, 4\epsilon^2 \log_{10}(\epsilon))$. Superimposed on the figures are curves showing $M/KN = 0.1/\epsilon$ and $M/KN = \ln(1/\epsilon)$. From the figures, we see that CL-AMP had a higher empirical probability of recovery than CL-OMPR, especially for small $\epsilon$. We also see that the empirical phase transition of CL-AMP is close to the $\ln(1/\epsilon)$ curve with random frequency samples and the $0.1/\epsilon$ curve with uniform frequency samples.
4.4 Conclusion

In sketched clustering, the original dataset is sketched down to a relatively short vector, from which the centroids are extracted. For the sketch proposed by [55, 56], we proposed the “CL-AMP” centroid-extraction method. Our method assumes that the original data follows a GMM, and exploits the recently proposed simplified hybrid generalized approximate message passing (SHyGAMP) algorithm [9]. Numerical experiments suggest that CL-AMP exhibits better sample complexity (i.e., extracts accurate clusters with fewer compressed samples) than the state-of-the-art sketched-clustering algorithm, CL-OMPR, from [55, 56]. In many cases, CL-AMP also exhibits better computational complexity than CL-OMPR. Furthermore, for datasets with
Figure 4.17: Runtime (including sketching) vs. $M$ for the $T = 300,000$-sample spectral MNIST dataset, with $K = 10$ clusters and dimension $N = 10$.

many samples, CL-AMP exhibits lower computational complexity than the widely used k-means++ algorithm. As future work, it would be interesting to consider the use of fast deterministic sketching with CL-AMP.
Figure 4.18: Frequency estimation for $K = 4$ and $N = 2$ with random time samples.
Figure 4.19: Frequency estimation for $K = 4$ and $N = 2$ with uniformly spaced time samples.
Chapter 5: Adaptive Detection from Quantized Measurements

5.1 Introduction and Motivation

In this final chapter, we consider the problem of adaptive detection from highly quantized measurements, specifically in the case of strong, but low-rank interference. The motivation for studying this problem is the following. In military communications the receiver may experience strong jamming from a few number of sources and in order to effectively null the interference, a large number of antennas at the receiver are required. However, using more antennas increases the hardware complexity due to the increased number of analog to digital converters (ADCs) and related components, as well as increasing the total amount of data that must be processed. For this reason, it may be desirable to use few-bit or even 1-bit ADCs, which may decrease the amount of data to be processed, as well as simplify hardware design at the antenna (1-bit ADCs in particular greatly decrease the hardware complexity at the receiver).

However, using low-resolution ADCs introduces new challenges. In particular, quantization introduces error in the measurements, and it may affect how one chooses to process the data. Existing algorithms for signal detection assume unquantized measurements, and it is unclear how they will perform when applied to quantized data.
In this chapter, we first apply unquantized detection algorithms to quantized data to study how well this approach works. We observe that the primary regime of failure is when the interference power is too large. We then investigate various alternatives to how we process the data in order to have improved detection performance at large interference levels. The various approaches we consider are:

1. standard methods for improving the performance of quantized systems, such as dithering and companding,

2. alternate detection statistics computed using the generalized likelihood ratio test (GLRT) and the true quantization model, and

3. various analog pre-processing techniques to remove interference prior to quantization.

The primary connection between this chapter and the rest of this dissertation is in item 2 above. In particular, we see that the GLRT that uses the true quantization model involves generalized bilinear inference (see Section 1.1.3), for which approximate message passing and other techniques exist.

5.1.1 Problem Statement

Our objective is to determine the presence or absence of a known signal \( s \), where the system model under the \( \mathcal{H}_1 \) and \( \mathcal{H}_0 \) hypotheses is

\[
\mathcal{H}_1 : Y = Q_{B,\Delta} \left( hs^H + G\Psi^H + W \right)
\]

\[
\mathcal{H}_0 : Y = Q_{B,\Delta} \left( G\Psi^H + W \right),
\]

where \( Y \in \mathbb{C}^{n_r \times n_s} \) are the quantized measurements, \( h \in \mathbb{C}^{n_r} \) is the unknown array response of the signal, \( s \in \mathbb{C}^{n_s} \) is the signal, \( G \in \mathbb{C}^{n_r \times n_i} \) is the unknown array response
of the interference, $\Psi \in \mathbb{C}^{n_s \times n_s}$ is the unknown interference, and $W$ is circular AWGN with variance $\sigma_w^2$. The low-rank interference is intended to model a few number of interference sources whose array responses are time invariant. We assume $n_s \geq n_r$, in which case our model can also generalize to the case of full rank interference by assuming $G$ and $\Psi$ both have rank $n_r$.

For $x \in \mathbb{C}$, $Q_B,\Delta(x) \triangleq Q_B,\Delta(\text{Re}(x)) + jQ_B,\Delta(\text{Im}(x))$, where

$$Q_B,\Delta(x \in \mathbb{R}) \triangleq \begin{cases} \max \left\{ \min \left\{ \Delta \left( \left\lfloor \frac{x}{\Delta} \right\rfloor - 1/2 \right), \Delta_c \right\}, -\Delta_c \right\} & \text{if } B \geq 2, \\ \text{sgn}(x) & \text{if } B = 1 \end{cases},$$

(5.2)

where $\Delta_c = \Delta(2^{B-1} - 1/2)$. For $B \geq 2$, (5.2) is the element-wise, $B$-bit, mid-rise, uniform quantization function with bin size $\Delta$.

### 5.1.2 Unquantized Detectors

The GLRT for the unquantized model, given by

$$\mathcal{H}_1 : U = hs^H + G\Psi^H + W$$

(5.3a)

$$\mathcal{H}_0 : U = G\Psi^H + W,$$

(5.3b)

has been studied in depth for various assumptions on the various parameters.

Kelly [70, 71] treated $G\Psi^H + W$ as temporally white and Gaussian with unknown spatial covariance matrix $\Sigma > 0$. In this case, the GLRT is

$$\max_{h, \Sigma} p(U|\mathcal{H}_1; h, \Sigma) \frac{\gamma_{H_1}}{\gamma_{H_0}} \propto \tau,$$

(5.4)

which reduces to

$$\frac{\prod_{n=1}^{n_r} \lambda_{0,n}}{\prod_{n=1}^{n_r} \lambda_{1,n}} \frac{\gamma_{H_1}}{\gamma_{H_0}} \propto \tau,$$

(5.5)

where $\lambda_{0,n} \geq \lambda_{0,n+1}$ are the decreasing eigenvalues of $\frac{1}{n_s}UU^H$, while $\lambda_{1,n} \geq \lambda_{1,n+1}$ are the decreasing eigenvalues of $\frac{1}{n_s}UP_s^sU^H$, where $P_s^s = I_{n_s} - s(s^Ts)^{-1}s^H$. 
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Gerlach and Steiner [72] assumed known $\sigma_w^2$ and temporally white Gaussian interference, so that columns of $G\Psi^H + W \sim \mathcal{CN}(0, \Sigma_{LR} + \sigma_w^2 I)$ for unknown low-rank $\Sigma_{LR} > 0$. The GLRT then includes the constrained maximization

$$\max_{h, \Sigma \in S_{\sigma_w^2}} \frac{p(U|H_1; h, \Sigma) \mid_{\mathcal{N}(0, \Sigma_{LR} + \sigma_w^2 I)}}{p(U|H_0; \Sigma) \mid_{\mathcal{N}(0, \Sigma_{LR} + \sigma_w^2 I)}}$$

where $S_{\sigma_w^2} = \{ \Sigma_{LR} + \sigma_w^2 I : \Sigma_{LR} \geq 0 \}$. In this case, the GLRT reduces to the form in (5.5), except with thresholded eigenvalues $\tilde{\lambda}_{h,n} = \max(\lambda_{h,n}, \sigma_w^2)$, for $h \in \{0, 1\}$.

Then, Kang, Monga and Rangaswamy (KMR) [73] proposed a variation of [72] where the noise variance $\sigma_w^2$ is unknown but the interference rank $n_i$ is known. Their GLRT had the form in (5.6), except now $S_{\sigma_w^2}$ is replaced with $S_{n_i} = \{ \Sigma_{LR} + \sigma_w^2 I : \text{rank}(\Sigma_{LR}) = n_i, \Sigma_{LR} \geq 0, \sigma_w^2 > 0 \}$. In this case, the GLRT simplifies to

$$\frac{\prod_{n=1}^{n_r} \tilde{\lambda}_{0,n} \mid_{\mathcal{N}(0, \Sigma_{LR} + \sigma_w^2 I)}}{\prod_{n=1}^{n_r} \tilde{\lambda}_{1,n} \mid_{\mathcal{N}(0, \Sigma_{LR} + \sigma_w^2 I)}}$$

where $\{\tilde{\lambda}_{h,n}\}_{n=1}^{n_r}$ are computed via $\tilde{\lambda}_{h,n} = \lambda_{h,n}$ for $n = 1, \ldots, n_i$ and $\tilde{\lambda}_{h,n} = \bar{\sigma}_{w,h}^2$ otherwise, where $\bar{\sigma}_{w,h}^2 = \frac{1}{n_r - n_i} \sum_{n=n_i+1}^{n_r} \lambda_{h,n}$ for $h \in \{0, 1\}$.

The previous approaches all model the interference as temporally white Gaussian. McWhorter [74] instead proposed to treat $G$ and $\Psi$ as deterministic unknowns, each with $n_i$ columns, and he considered unknown noise variance $\sigma_w^2$. In this case, the GLRT simplifies to

$$\frac{\sum_{n=n_i+1}^{n_r} \lambda_{0,n}}{\sum_{n=n_i+1}^{n_r} \lambda_{1,n}} \mid_{\mathcal{N}(0, \Sigma_{LR} + \sigma_w^2 I)}$$

5.2 Numerical Study of Unquantized Detectors with Quantized Measurements

Here, we evaluate the detection performance of the Kelly, KMR, and McWhorter detectors when using quantized measurements given by (5.1). We don’t include the
Gerlach-Steiner detector in our tests because it assumes known $\sigma_w^2$, which we never assume.

In the following simulations, the data are generated iid from the following distributions:

\[
\begin{align*}
\mathbf{h} &\sim \mathcal{CN}(\mathbf{0}, 1/n_r \mathbf{I}_{n_r}), \\
\text{vec}(\mathbf{G}) &\sim \mathcal{CN}(\mathbf{0}, 1/n_r \mathbf{I}_{n_r n_i}), \\
\mathbf{s} &\sim \mathcal{CN}(\mathbf{0}, \mathbf{I}_{n_s}), \\
\text{vec}(\Psi) &\sim \mathcal{CN}(\mathbf{0}, \sigma_i^2 \mathbf{I}_{n_i n_i}), \\
\text{vec}(\mathbf{W}) &\sim \mathcal{CN}(\mathbf{0}, \sigma_w^2 \mathbf{I}_{n_r n_s}).
\end{align*}
\]

The following definitions for signal-to-noise-ratio (SNR) and interference-to-signal-ratio (ISR) are also used (noting the signal has unit variance):

\[
\begin{align*}
\text{SNR} &\triangleq -10 \log_{10} \left( \frac{\sigma_w^2}{\sigma_i^2} \right) \text{ dB} \\
\text{ISR} &\triangleq 10 \log_{10} \left( \frac{\sigma_i^2}{\sigma_w^2} \right) \text{ dB}.
\end{align*}
\]

In the subsequent experiments, unless otherwise stated, for a particular combination of \{B, \sigma_w^2, \sigma_i^2, n_r, n_s, n_i\} we choose $\Delta \in \{\Delta_1, \ldots, \Delta_n\}$ to maximize the Probability of Detection ($P_D$) for a given Probability of False Alarm ($P_{FA}$), where the $P_D$ and $P_{FA}$ are estimated empirically. For a given combination of \{B, \sigma_w^2, \sigma_i^2, n_r, n_s, n_i\}, the set \{\Delta_1, \ldots, \Delta_n\} is chosen in the following manner. First, on a single realization of data generated under the $\mathcal{H}_0$ hypothesis, we find $\Delta_b = \arg\min_\Delta \| \mathbf{Y} - \mathbf{Q}_B \mathcal{D}(\mathbf{Y}) \|_F^2$ via a grid search. Then, we generate \{\Delta_1, \ldots, \Delta_n\} = \{10^{-2}\Delta_b, 10^{-1.5}\Delta_b, \ldots, 10\Delta_b\}. Note that if $B = 1$, the quantization function does not depend on $\Delta$ and so this procedure is not required. Also note that $\Delta_b$ does not depend on the algorithm under test (e.g.,
Kelly), but the $\Delta \in \{\Delta_1, ..., \Delta_n\}$ that maximizes $P_D$ is chosen separately for each algorithm under test. Finally, if $B = \infty$, it simply means the measurements were unquantized.

We first test the effect of $\sigma_w^2$ and $B$ on detection performance when there is no interference. In Figure 5.1, we plot the estimated $P_D$ of the Kelly detector vs $\sigma_w^2/n_s$, when $P_{FA} = 10^{-2}$, and $n_r = 32$, $n_s = 200$, and $\sigma_i^2 = 0$. We show four traces corresponding to $B \in \{1, 2, 3, \infty\}$. We did not include the KMR or McWhorter detectors in this test since there was no interference. Overall, the gain in performance as $B$ increases shrinks to zero, where $B = 3$ and $B = \infty$ have nearly the identical performance.

![Figure 5.1: Empirical detection probability of the Kelly GLRT vs $\sigma_w^2/n_s$ in the case of no interference, where $n_r = 16$, $n_s = 100$, $B \in \{1, 2, 3, \infty\}$ and the false alarm probability was $10^{-2}$.](image-url)
An alternate way of looking at this data is given in Figure 5.2. Here, for the same simulation parameters used in Figure 5.1, we plot the horizontal gap between traces of \(P_D\) vs \(\sigma_w^2/n_s\) (as in Figure 5.1), relative to the 1-bit trace, for different values of \(P_D\). We refer to this gap as “SNR gain.” Calculating this gap requires linearly interpolating the traces to obtain the corresponding \(\sigma_w^2\) values at the specified \(P_D\) values (a less quantized version of the data in Figure 5.1 was used for this purpose with more values of \(B\) and \(\sigma_w^2\) under test, but Figure 5.1 is sufficient for seeing the big picture). Based on this plot, increasing \(B\) from 1 to 2 has a similar effect on detection performance as increasing the SNR by 1.5 dB in the 1-bit case. As \(B\) increases further, the marginal gains decrease to zero, and eventually the difference in detection performance between a detector with 1-bit and unquantized measurements is approximately equivalent to 2 dB difference in SNR.

Then, we test the effect of the interference power \(\sigma_i^2\) and bits \(B\) on detection performance in the high SNR (low \(\sigma_w^2\)) case. In Figure 5.3 we plot the estimated \(P_D\) vs \(\sigma_i^2/n_s\) of the Kelly, KMR, and McWhorter detectors when the \(P_{FA} = 10^{-2}\), \(n_r = 16\), \(n_s = 100\), \(n_i = 1\), \(\sigma_w^2/n_s = 10^{-2}\) and \(B \in \{1, 4, 8, \infty\}\). In this case, the KMR and McWhorter detectors were provided the true value of \(n_i\). One can see that, in the case where \(B = \infty\), none of the detection algorithms fail in the range of \(\sigma_i^2\) values tested, but the detectors where \(B < \infty\) do fail, with smaller \(B\) failing at a lower \(\sigma_i^2\). Also, the low-rank KMR and McWhorter detectors perform worse than the Kelly detector. Our explanation for this behavior is that the quantization error is not white, which is the fundamental assumption about the noise for these detectors.

Next, similar to Figure 5.2, in Figure 5.4 we plot the horizontal gap between traces of \(P_D\) vs \(\sigma_i^2/n_s\) for the Kelly detector, relative to the 1-bit trace, for different values
Figure 5.2: SNR gain vs $B$. Each trace corresponds to a $P_D \in \{.1, .2, \ldots, .9\}$, where $P_{FA} = 10^{-2}$.

of $P_D$. We refer to this gap as the “ISR gain.” Based on this figure, increasing $B$ by 1 means we can successful handle approximately 5dB more ISR (except the increase from $B = 1$ to 2 has the largest marginal gain). We note that this simulation does not completely isolate the effect of the interference because noise is present and as we saw in Figure 5.2, increasing $B$ has an effect similar to increasing the SNR, which may partly account for the larger increase as $B$ goes from 1 to 2.

5.2.1 Summary

In this section, we observed that approaches to unquantized detection that are given quantized measurements perform adequately well when there is little to no
interference; however, these methods fail when the interference grows large. In particular, in the interference-free case, the marginal improvement in detection from increasing $B$ eventually goes to zero. However, the amount of interference power that can be handled at a particular $(P_D, P_{FA})$ is approximately proportional to $B$.

5.3 Detection Performance with Dither and Companding

In this section we test the detection performance of the Kelly detector applied to quantized measurements (we focus on just the Kelly detector for simplicity) when two conventional techniques to mitigate quantization are applied: dithered quantization and companding.
Figure 5.4: ISR gain vs $B$. Each trace corresponds to a $P_D \in \{.1,.2,\ldots,.9\}$. where $P_{FA} = 10^{-2}$.

5.3.1 Detection Performance with a Dithered Quantizer

Dither is noise added to the measured signal prior to quantization with the purpose of altering the distribution of the quantization error. In particular, if the dither signal’s distribution obeys certain properties, and if the quantizer does not overload, then the quantization error, defined as the difference between the quantizer input and output, is white and uncorrelated with the input [75]. Two commonly used distributions for the dither signal that meet the required properties are iid uniform dither, where $d_n \sim U(-\Delta/2,\Delta/2)$, and iid triangular dither, where $d_n = d_{n,1} + d_{n,2}$, with $d_{n,i} \sim U(-\Delta/2,\Delta/2)$ and independent $d_{n,1}$ and $d_{n,2}$. 
In Figure 5.5 we plot the $P_D$ of the Kelly detector vs $\sigma_i^2/n_s$ for various dither distributions when $\Delta$ is set so that overload within the quantizer occurred approximately .1% of the time. In this experiment $B \in \{2, 4, 6\}$, $n_r = 16$, $n_s = 100$, $n_i = 1$, $\sigma^2_w/n_s = 10^{-2}$, and $P_{FA} = 10^{-2}$. In our case with complex measurements, we generated independent dither signals for the real and imaginary channels. From this figure we observe that the detection performance with dithering is worse than the detection performance without dithering. Our hypothesized reason for this is that although dither whitens the quantization error, it still increases the overall noise, which is detrimental for detection.

Figure 5.5: Estimated $P_D$ of the Kelly detector vs $\sigma_i^2/n_s$ for various dither signals, where $\Delta$ is set so overload occurs only a small percentage of the time. In this experiment $n_r = 16$, $n_s = 100$, $n_i = 1$, $P_{FA} = 10^{-2}$, and $\sigma^2_w/n_s = 10^{-2}$.
Then, in Figure 5.6, we plot the estimated $P_D$ of the Kelly detector vs $\sigma_i^2/n_s$ for various dither distributions when $\Delta$ is set to maximize the $P_D$. In this Figure we use the same parameters as in Figure 5.5. From this figure we observe that the detection performance with dithering is still worse than the detection performance without dithering.

![Figure 5.6: Estimated $P_D$ of the Kelly detector vs $\sigma_i^2/n_s$ for various dither signals, where $\Delta$ is set to maximize $P_D$. In this experiment $n_r = 16$, $n_s = 100$, $n_i = 1$, $P_{FA} = 10^{-2}$, and $\sigma_w^2/n_s = 10^{-2}$.](image)

### 5.3.2 Detection Performance with Non-uniform Quantization

Next, we test detection performance with non-uniform quantization (companding). Companding increases the dynamic range of the quantizer by using relatively
precise quantization for values near 0, while allocating fewer quantization bins for large signals. Companding can be represented mathematically by

\[ y = f^{-1}Q_{B,\Delta}(f(x)), \]  

(5.16)

where \( Q_{B,\Delta} \) is still the uniform quantization function given in (5.2), and \( f \) is the compressor function, and its inverse \( f^{-1} \) is the expander function (hence the name companding, which is a morphing of compress and expand).

Two common choices of \( f \) are given by \( \mu \)-law and \( A \)-law companding. They are nearly identical, so for simplicity we only considered \( \mu \)-law. In \( \mu \)-law companding

\[ f(x) = \text{sgn}(x) \log \left( 1 + \mu |x| \right) / \log(1 + \mu), \]  

(5.17)

where \( \mu > 0 \) is a tuning parameter.

In Figure 5.7 we plot the estimated \( P_D \) of the Kelly detector vs \( \sigma_i^2/n_s \) with and without \( \mu \)-law companding. In this experiment, \( B \in \{4,6,8\} \), \( n_r = 16 \), \( n_s = 100 \), \( n_i = 1 \), \( \sigma_w^2/n_s = 10^{-2} \), and \( P_{FA} = 10^{-2} \). In all cases, \( \Delta \) (and \( \mu \) when companding was applied) were optimized to maximize \( P_D \). From this Figure, we see a slight increase in performance when companding was used, but even with companding, detection with any level of quantization under test was eventually killed by the large interference.

5.4 The GLRT with the Quantized Model

In the previous section we saw that the performance of the Kelly detector with quantized measurements was not significantly affected by either dithering or companding. In this section we develop the GLRT for the problem in (5.1) that includes the quantization with the goal of achieving improved detection performance, particularly in the case of strong interference.
Figure 5.7: Estimated $P_D$ of the Kelly detector vs $\sigma_i^2/n_s$ with and without companding. In this experiment $n_r = 16$, $n_s = 100$, $n_i = 1$, $P_{FA} = 10^{-2}$, and $\sigma_w^2/n_s = 10^{-2}$.

We follow the model used by McWhorter, where we assume $h$, $G$, and $\Psi$ are deterministic but unknown, $W$ is AWGN with variance $\sigma_w^2$, and that $n_i$ is known. We use this model due to the relatively simple form the GLRT will take. With these assumptions the GLRT is

$$
\max_{h,G,\Psi,\sigma_w^2} \frac{p(Y|H_1; h, G, \Psi, \sigma_w^2)}{\max_{G,\Psi,\sigma_w^2} p(Y|H_0; G, \Psi, \sigma_w^2)} \overset{\mathcal{N}_1}{\underset{\mathcal{N}_0}{\sup}} \tau.
$$

For simplicity, we consider real-valued measurements. We begin with the 1-bit case, and later we generalize to the multi-bit case.
5.4.1 The GLRT in the 1-bit Case

In the 1-bit case

\[
p(Y|H_1; h, G, \Psi, \sigma_w^2) = \prod_{i=1:n_r, j=1:n_s} p(y_{ij}|z_{ij}^{(1)}, \sigma_w^2) = \prod_{i=1:n_r, j=1:n_s} \Phi\left(\frac{y_{ij}z_{ij}^{(1)}}{\sigma_w}\right),
\]

where \(z_{ij}^{(1)} \triangleq \left[h, G[\Psi]^T\right]_{ij}\), \(\Phi\) is the standard normal CDF, and recall from (5.2) that \(y_{ij} \in \{-1, 1\}\). \(p(Y|H_0; G, \Psi, \sigma_w^2)\) is similar to that in (5.19)-(5.20), except \(z_{ij}^{(1)}\) is replaced with \(z_{ij}^{(0)} \triangleq \left[G\Psi^T\right]_{ij}\). The parameter \(n_i\), which manifests as the number of columns of \(G\) and \(\Psi\), cannot be included in the GLRT because both the numerator and denominator of (5.18) increase with \(n_i\).

The form of (5.20) is calculated from the following. Assuming \(y_{ij} = \text{sgn}(z_{ij} + w_{ij})\), where \(w_{ij} \sim \mathcal{N}(0, \sigma_w^2)\), then \(\Pr\{y_{ij} = 1|z_{ij}\} = \Pr\{z_{ij} + w_{ij} > 0\} = \Pr\{w_{ij} > -z_{ij}\} = 1 - \Phi\left(-\frac{z_{ij}}{\sigma_w}\right) = \Phi\left(\frac{z_{ij}}{\sigma_w}\right)\), since \(\Phi(x) = 1 - \Phi(-x)\). Then, \(\Pr\{y_{ij} = -1|z_{ij}\} = 1 - \Pr\{y_{ij} = 1|z_{ij}\} = 1 - \Phi\left(\frac{z_{ij}}{\sigma_w}\right) = \Phi\left(-\frac{z_{ij}}{\sigma_w}\right)\). Finally, we can write \(p(y_{ij}|z_{ij})\) compactly as \(\Phi\left(\frac{y_{ij}z_{ij}}{\sigma_w}\right)\).

Binary PCA

The optimization problem in the denominator of (5.18) can be recognized as binary principal components analysis (PCA) [76, 77], while the optimization problem in the numerator of (5.18) is a constrained version of binary PCA. In binary PCA, one solves

\[
\min_Z L(Z; \sigma_w^2) \text{ s.t. rank } Z \leq N,
\]

where \(N\) is the maximum desired rank of \(\hat{Z}\) and

\[
L(Z; \sigma_w^2) = \sum_{i=1:n_r, j=1:n_s} -\log \Phi\left(\frac{y_{ij}z_{ij}}{\sigma_w}\right),
\]
which is the negative log-likelihood of the model in (5.20). Note that the optimal value of the objective function in (5.21) is independent of $\sigma_w$, and therefore $\sigma_w$ can be assumed to equal 1.

Since the size of $Z$ may be quite large, it is common to work with the factorization $Z = LR^T$ and solve

$$
\min_{L,R} L(LR^T; \sigma_w^2),
$$

(5.23)

where $L$ and $R$ are chosen to be of size $n_r \times N$ and $n_s \times N$, respectively and so the total number of optimization variables is $N(n_r + n_s)$, which is smaller than $n_r \times n_s$ for small enough $N$. Note that Problems (5.21) and (5.23) are both non-convex.

Then, to apply binary PCA to the GLRT in (5.18) with a rank constraint of $n_i$, the denominator of (5.18) is solved via

$$
\min_{G,\Psi} L(G\Psi^T; \sigma_w^2),
$$

(5.24)

while the numerator is solved via

$$
\min_{h,G,\Psi} L([h, G][s, \Psi]^T; \sigma_w^2),
$$

(5.25)

where in both (5.24) and (5.25), $G$ and $\Psi$ have $n_i$ columns. In the sequel, we will discuss Problem (5.23) in general, where we use the notation $L$ and $R$, which each have $N$ columns.

**Regularization**

Problems (5.21) and (5.23) are non-convex, and therefore difficult to solve. However, there is a convex relaxation of Problem (5.21) that leads to a regularized form of Problems (5.24) and (5.25), which in practice may be easier to solve.
The convex relaxation of Problem (5.21) is to replace the rank constraint with a nuclear-norm penalty on $Z$, in which case the problem is now
\[
\min_Z L(Z; \sigma_w^2) + \gamma \|Z\|_*.
\] (5.26)
where $\gamma$ is a tuning parameter.

Problem (5.26) is attractive compared to (5.21) because it is convex, however, in its current form it is difficult to solve numerically due to the large number of elements in $Z$. To deal with numerical difficulties we consider the Frobenius norm regularized problem
\[
\min_{L,R} L(LR^T; \sigma_w^2) + \frac{\gamma}{2} (\|L\|_F^2 + \|R\|_F^2).
\] (5.27)
We use this alternate form because it can be shown [77] that if $(L^*, R^*)$ are rank $N$ and solve (5.27), then $Z^* = L^* R^{T^*}$ solves
\[
\min_Z L(Z; \sigma_w^2) + \gamma \|Z\|_* \text{ s.t. rank } Z \leq N.
\] (5.28)

The regularization in (5.27) can be interpreted as MAP estimation of $L$ and $R$ under a Gaussian prior. Indeed, if there is an independent Gaussian prior on each element of $L$ and $R$, with zero-mean and variances $\sigma_l^2$ and $\sigma_r^2$, respectively, then the optimization problem is
\[
\min_{L,R} L(LR^T; \sigma_w^2) + \frac{1}{2\sigma_l^2} \|L\|_F^2 + \frac{1}{2\sigma_r^2} \|R\|_F^2.
\] (5.29)
Problem (5.29) depends on the parameters $\sigma_l^2$ and $\sigma_r^2$. An equivalent problem is now presented that reduces this to a single parameter. Note that if we scale $L$ by $\alpha$ and $R$ by $1/\alpha$, and the value of $L(\cdot)$ does not change. We will substitute $\tilde{L} = \sqrt{\frac{\sigma_r}{\sigma_l}} L$
and $\tilde{R} = \sqrt{\frac{\sigma_l}{\sigma_r}} R$ in (5.29), yielding

$$\text{arg min}_{\tilde{L}, \tilde{R}} L(\tilde{L}\tilde{R}^T; \sigma_w^2) + \frac{1}{2\sigma_l\sigma_r} \|\tilde{L}\|_F^2 + \frac{1}{2\sigma_l\sigma_r} \|\tilde{R}\|_F^2$$

(5.30)

$$\text{arg min}_{\tilde{L}, \tilde{R}} L(\tilde{L}\tilde{R}^T; \sigma_w^2) + \frac{\gamma}{2} (\|\tilde{L}\|_F^2 + \|\tilde{R}\|_F^2),$$

(5.31)

where $\gamma = \frac{1}{\sigma_l\sigma_r}$, which matches the problem in (5.27). Finally, note that $L(Z; \sigma_w^2)$ depends on $\sigma_w^2$. If we want to fix $\sigma_w^2 = 1$ in the optimization (as is common with PCA), we must scale $\tilde{L}$ and $\tilde{R}$ each by $\sqrt{\sigma_w}$, in which case

$$\gamma = \frac{\sigma_w}{\sigma_l\sigma_r}. \quad (5.32)$$

### Algorithms for Binary PCA

Here we describe several approaches from the literature to solving Problem (5.27). The first, given by Collins [76], is a coordinate descent approach that loops over elements in $L$ and $R$ and minimizes the objective in (5.27) wrt each scalar variable. This process is then repeated over a number of epochs. Another approach that is given in [78] attempts to solve Problem (5.27) via majorization-minimization. This particular approach produces a non-increasing sequence of loss function values. A final approach given in [77] alternates between gradient steps wrt $L$ and $R$, while keeping track of separate learning rates for each row of $L$ and $R$. Regarding initialization of $L$ and $R$, all methods that have been mentioned can be initialized using the SVD of quantized $Y$. This initialization typically converges to a better final value of the objective than a random initialization [77]. In our experiments, we use the alternating gradient descent approach in [77] combined with the SVD initialization method.
Gradient

Here we calculate the gradient wrt $L$ and $R$ of the objective in (5.23), which is required for the alternating gradient descent algorithm in [77]. We then show a novel quadratic approximation that improves the numerical robustness of evaluating the gradient.

Writing

$$L(LR^T; \sigma^2_w) = -\sum_{i=1:n_r, j=1:n_s} \log \Phi\left(\frac{y_{ij} \sum_{n=1}^N l_{in} r_{jn}}{\sigma_w} \right),$$  \hspace{1cm} (5.33)

we can calculate

$$\frac{d}{dl_{in}} = -\sum_j \phi(a_{ij}) y_{ij} r_{jn} \frac{\varphi(a_{ij}) \sigma_w}{\varphi(a_{ij}) \sigma_w} \approx f_{ij}$$  \hspace{1cm} (5.34)

and

$$\frac{d}{dr_{jn}} = -\sum_i f_{ij} l_{in}.$$  \hspace{1cm} (5.35)

Using (5.34) and (5.35), we can form

$$\nabla_L L(LR^T; \sigma^2_w) = -FR$$  \hspace{1cm} (5.36)

and

$$\nabla_R L(LR^T; \sigma^2_w) = -F^T L.$$  \hspace{1cm} (5.37)

Quadratic Approximation for Numerical Robustness Numerical problems arise in (5.33) when any $a_{ij}$ are small. In order to prevent numerical problems from occurring, we approximate the function $\log \Phi(x)$ with a second-order Taylor series$^{17}$

$^{17}$The Feller approximation [79,80] gives a more accurate approximation wrt absolute difference, but is not continuous at the point $x_0$. Continuity of the spliced function and its derivative were highly desired due to the use of gradient-descent algorithms, hence the use of a second order Taylor series approximation.
about the point $x_0$ for all $x < x_0$. The second-order Taylor series is given by

$$\log \left( \Phi(x) \right) \approx l(x_0) + l'(x_0)(x - x_0) + \frac{l''(x_0)}{2}(x - x_0)^2,$$

where $l'(x_0) = \frac{\phi(x_0)}{\Phi(x_0)}$ and $l''(x_0) = \frac{-x_0\phi(x_0)\Phi(x_0) - \phi(x_0)^2}{\Phi(x_0)^2}$ (where the latter uses the fact that $\phi'(x_0) = -x_0\phi(x_0)$). Then to calculate the gradient with the quadratic approximation, replace $f_{ij}$ for all $(i, j)$ in (5.36) and (5.37) where $a_{ij} < x_0$ with

$$f_{ij} \approx \left( l'(x_0) + l''(x_0)(a_{ij} - x_0) \right) \frac{y_{ij}}{\sigma_w}. \quad (5.39)$$

In our experiments, we set $x_0 = -5$.

**Regularization** If the quadratic regularization in (5.27) is used, note that

$$\nabla X \frac{\gamma}{2} \| X \|_F^2 = \gamma X. \quad (5.40)$$

Using this, the gradients of the regularized cost in (5.27) are

$$\nabla_L \left( L(LR^T; \sigma_w^2) + \frac{\gamma}{2} \left( \| L \|_F^2 + \| R \|_F^2 \right) \right) = -FR + \gamma L \quad (5.41)$$

and

$$\nabla_R \left( L(LR^T; \sigma_w^2) + \frac{\gamma}{2} \left( \| L \|_F^2 + \| R \|_F^2 \right) \right) = -L^T + \gamma R. \quad (5.42)$$

### 5.4.2 Multi-bit Case

Now we consider the GLRT in the multi-bit case.

**Likelihood Function**

For a given number of bits $B$ and bin-size $\Delta$ used in (5.2), let $\mathcal{B} = \{b_0, ..., b_{2^B}\}$ be an increasing list of numbers that correspond to the boundaries of the quantizer.
decision regions. In this case, $b_0 = -\infty$, $b_2B = \infty$, and $b_i - b_{i-1} = \Delta$ for all $i \neq 0, 2^B$.

For a given $y$, let $b^-(y) \in \mathcal{B}$ and $b^+(y) \in \mathcal{B}$ correspond to the lower and upper boundaries, respectively, of the decision region that maps to $y$.

Then, $p(y|z) = \Pr\{z + w \in [b^-(y), b^+(y)]\} = \Phi\left(\frac{z-b^-(y)}{\sigma_w}\right) - \Phi\left(\frac{z-b^+(y)}{\sigma_w}\right)$ for $w \sim \mathcal{N}(0, \sigma^2_w)$. Using this, the likelihood used in the GLRT in (5.18) is

$$p(Y|Z; \sigma^2_w) = \prod_{i=1}^{n_r} \prod_{j=1}^{n_s} p(y_{ij}|z_{ij}, \sigma^2_w)$$

(5.43)

$$= \prod_{i=1}^{n_r} \prod_{j=1}^{n_s} \Phi\left(\frac{z_{ij} - b^-_{ij}}{\sigma_w}\right) - \Phi\left(\frac{z_{ij} - b^+_{ij}}{\sigma_w}\right),$$

(5.44)

where $b^-_{ij} \triangleq b^-(y_{ij})$ (and likewise with $+$) for notational simplicity. Note that in the case $B = 1$, $b_0 = -\infty$, $b_1 = 0$, and $b_2 = \infty$, and (5.44) corresponds to (5.20). Also note that the dependence of $p(Y|Z; \sigma^2_w)$ on $Y$ manifests through the various $b^+/\_ij$.

Now we will briefly summarize similarities and differences to the 1-bit case. First, the quadratic regularization in (5.27) can still be used, as can the alternating gradient descent algorithm and the SVD initialization. However, in the multi-bit case, the optimal value of the likelihood is not invariant to the choice of $\sigma^2_w$, and therefore $\sigma^2_w$ must be included as an estimand in the GLRT.

**Gradient**

Similar to the 1-bit case, we calculate the gradient of $L(Z; \sigma^2_w) \triangleq -\log p(Y|Z, \sigma^2_w)$ from (5.44) wrt the factors $Z = LR^T$. We then show a novel quadratic approximation that increases the robustness of evaluating the gradient.

Noting that

$$L(LR^T; \sigma^2_w) = \sum_{ij} -\log \left(\Phi\left(\frac{\sum_k l_{ik}r_{jk} - b^-_{ij}}{\sigma_w}\right) - \Phi\left(\frac{\sum_k l_{ik}r_{jk} - b^+_{ij}}{\sigma_w}\right)\right),$$

(5.45)

123
\[
\frac{d}{d l_{ik}} L(LR^T; \sigma_w^2) = -\sum_j \frac{\phi(a_{ij}^-) - \phi(a_{ij}^+)}{\Phi(a_{ij}^-) - \Phi(a_{ij}^+)} \frac{1}{\sigma_w} r_{jk}
\]
(5.46)

and
\[
\frac{d}{dr_{jk}} L(LR^T; \sigma_w^2) = -\sum_i f_{ij} l_{ik},
\]
(5.47)

which can be written as
\[
\nabla_L L(LR^T; \sigma_w^2) = -FR
\]
(5.48)

and
\[
\nabla_R L(LR^T; \sigma_w^2) = -F^T L.
\]
(5.49)

**Quadratic Approximation for Numerical Robustness** Similar to the 1-bit case, numerical problems may arise if \(\Phi(a_{ij}^-) - \Phi(a_{ij}^+)\) is very close to zero. In order to avoid such problems, we will approximate
\[
l_{ij}(x) = \log \left( \frac{\phi \left( x - \frac{b_{ij}^-}{\sigma_w} \right) - \phi \left( x - \frac{b_{ij}^+}{\sigma_w} \right)}{\Phi \left( \frac{x - b_{ij}^-}{\sigma_w} \right) - \Phi \left( \frac{x - b_{ij}^+}{\sigma_w} \right)} \right)
\]
(5.50)

with a second-order Taylor series about the point \(x = x_0\) whenever \(x\) is in a range of values that cause numerical problems.

First, we note that a second-order Taylor series is a particularly good approximation to (5.50) when there is no clipping (quantizer overload). Let \(\bar{x} = x - b_{ij}^+\). Then after substitution,
\[
l_{ij}(\bar{x}) = \log \left( \frac{\phi \left( \bar{x} + \frac{b_{ij}^+ - b_{ij}^-}{\sigma_w} \right) - \phi \left( \frac{\bar{x}}{\sigma_w} \right)}{\Phi \left( \frac{\bar{x}}{\sigma_w} \right)} \right).
\]
(5.51)

Since there is no clipping, \(b_{ij}^+ - b_{ij}^- = \Delta\). Then after substitution, and for small \(\Delta\),
\[
\log \left( \frac{\phi \left( \frac{\bar{x} + \Delta}{\sigma_w} \right) - \phi \left( \frac{\bar{x}}{\sigma_w} \right)}{\Phi \left( \frac{\bar{x}}{\sigma_w} \right)} \right) \approx \log \left( \frac{\Delta}{\sigma_w} \phi \left( \frac{\bar{x}}{\sigma_w} \right) \right)
\]
\[
\approx c_1 \bar{x}^2 + c_2
\]
(5.52)
for constants $c_1$ and $c_2$.

The second order Taylor series of $l_{ij}(x)$ about $x_0$ (after dropping the $ij$ subscripts for simplicity) is given by

$$l(x) \approx l(x_0) + l'(x_0)(x - x_0) + \frac{1}{2} l''(x_0)(x - x_0)^2,$$

where

$$l'(x) = \frac{1}{\sigma_w} \left( \phi \left( \frac{x - b^-}{\sigma_w} \right) - \phi \left( \frac{x - b^+}{\sigma_w} \right) \right)$$

and

$$l''(x) = \frac{-\left( \phi \left( \frac{x^-}{\sigma_w} \right) - \phi \left( \frac{x^+}{\sigma_w} \right) \right) \left( \Phi \left( \frac{x^-}{\sigma_w} \right) - \Phi \left( \frac{x^+}{\sigma_w} \right) \right) - \left( \phi \left( \frac{x^-}{\sigma_w} \right) - \phi \left( \frac{x^+}{\sigma_w} \right) \right)^2}{\sigma_w^2 \left( \Phi \left( \frac{x^-}{\sigma_w} \right) - \Phi \left( \frac{x^+}{\sigma_w} \right) \right)^2}.$$

where $x^- \triangleq \frac{x - b^-}{\sigma_w}$ and $x^+ \triangleq \frac{x - b^+}{\sigma_w}$.

In this case where $b^- = -\infty$,

$$l(x) = \log \left( 1 - \Phi \left( \frac{x - b^+}{\sigma_w} \right) \right),$$

$$l'(x) = \frac{-1}{\sigma_w} \frac{\phi \left( \frac{x - b^+}{\sigma_w} \right)}{1 - \Phi \left( \frac{x - b^+}{\sigma_w} \right)},$$

and

$$l''(x) = \frac{\phi \left( \frac{x - b^+}{\sigma_w} \right) \left( \frac{x - b^+}{\sigma_w} \right) \left( 1 - \Phi \left( \frac{x - b^+}{\sigma_w} \right) \right) - \phi \left( \frac{x - b^+}{\sigma_w} \right)^2}{\sigma_w^2 \left( 1 - \Phi \left( \frac{x - b^+}{\sigma_w} \right) \right)^2}.$$

In the case where $b^+ = \infty$,

$$l(x) = \log \Phi \left( \frac{x - b^-_{ij}}{\sigma_w} \right),$$
\[
l'(x) = \frac{1}{\sigma^2_w} \phi\left( \frac{x-b^-}{\sigma_w} \right), \quad (5.61)
\]

and
\[
l''(x) = -\phi\left( \frac{x-b^-}{\sigma_w} \right) \Phi\left( \frac{x-b^-}{\sigma_w} \right) - \Phi\left( \frac{x-b^-}{\sigma_w} \right)^2. \quad (5.62)
\]

Unlike the 1-bit case, it is more difficult to choose when to apply the Taylor series, i.e., what values of \(x\) trigger using the Taylor series approximation. It is also not clear how to best choose \(x_0\). If \(\Delta\) is small, the option we recommend is to apply the Taylor series approximation for all \(x\), and to set \(x_0 = y_{ij}\).

### 5.4.3 Summary of the GLRT

Putting everything together, to evaluate the GLRT in (5.18) with a fixed \(n_i\), we first solve
\[
\left\{ \hat{G}^{(0)}, \hat{\Psi}^{(0)} \right\} = \arg \min_{G, \Psi} L(G\Psi^T; \sigma^2_w) + \frac{\gamma}{2} \left( \|G\|_F^2 + \|\Psi\|_F^2 \right) \quad (5.63)
\]

and
\[
\left\{ \hat{h}, \hat{G}^{(1)}, \hat{\Psi}^{(1)} \right\} = \arg \min_{h, G, \Psi} L([h, G][s; \Psi]^T; \sigma^2_w) + \frac{\gamma}{2} \left( \|h, G\|_F^2 + \|[s, \Psi]\|_F^2 \right), \quad (5.64)
\]

where in both cases \(G\) and \(\Psi\) have \(n_i\) columns and we assumed \(\sigma^2_w = 1\). Then, we evaluate
\[
\frac{p(Y|\mathcal{H}_1; \hat{h}, \hat{G}^{(1)}, \hat{\Psi}^{(1)}, \sigma^2_w)}{p(Y|\mathcal{H}_0; \hat{G}^{(0)}, \hat{\Psi}^{(0)}, \sigma^2_w)} \overset{\mathcal{H}_1}{\gtrless} \overset{\mathcal{H}_0}{\tau}, \quad (5.65)
\]

where \(\sigma^2_w = 1\) in both the numerator and denominator of (5.65).

### 5.4.4 Numerical Results

In this section we evaluate the performance of the quantized GLRT. First, in Figure 5.8, we plot the estimated \(P_D\) of various detectors vs \(\sigma^2_i/n_s\) in the one-bit
case with real-valued measurements. Included in our test are the Kelly, KMR, and McWhorter unquantized detectors, as well as the quantized GLRT given in equations (5.63)-(5.65) (referred to as “q-GLRT” in the legend). For simplicity, in this test, the true $n_i$ was provided to all algorithms that required it, and the $\gamma$ used by PCA was calculated via (5.32), where the appropriate variances were provided by an oracle. In this experiment, $n_r = 16$, $n_s = 100$, $n_i = 1$, $\sigma_w^2/n_s = 10^{-2}$, and $P_{FA} = 10^{-2}$. From this figure, we observe that the three low-rank detectors (KMR, McWhorter, and the quantized GLRT) have approximately the same performance, and are out-performing the Kelly detector. Regardless, all detectors under test eventually fail under large interference.

Figure 5.8: Estimated $P_D$ of the various detectors in the single-bit case vs $\sigma_i^2/n_s$. In this experiment $n_r = 16$, $n_s = 100$, $n_i = 1$, $P_{FA} = 10^{-2}$, and $\sigma_w^2/n_s = 10^{-2}$.
Then, in Figure 5.9, we examine performance as $B$ is increased. We plot empirical receiver operating characteristic (ROC) curves (which show $P_D$ as a function of $P_{FA}$) for various detectors and $B \in \{1, 2, 3, \infty\}$. In this experiment $n_r = 16$, $n_s = 100$, $n_i = 1$, $\sigma_w^2/n_s = 10^{-2}$, and $\sigma_i^2/n_s = 1$. As before, the true value of $n_i$ was provided to all detectors that required it, and the $\gamma$ used by PCA was again calculated via (5.32), where the appropriate variances were provided by an oracle. Note that the quantized GLRT cannot be evaluated when $B = \infty$. From this figure, we see that performance for all detectors improves as $B$ increases. The relative performance between the detectors is Kelly is the worst, followed by the KMR detector, and finally the quantized GLRT and McWhorter are approximately tied for the best.

Figure 5.9: Estimated ROC curves of various detectors for different values of $B$. In this experiment $n_r = 16$, $n_s = 100$, $n_i = 1$, $\sigma_i^2/n_s = 1$, and $\sigma_w^2/n_s = 10^{-2}$.
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5.4.5 Summary

In this section we developed the GLRT for the quantized model in the case of real-valued measurements. Based on the assumptions we made regarding $G$, $\Psi$, and $W$, the two estimation problems in the GLRT involve PCA from quantized measurements, which is a particular example of generalized bilinear inference. While we admit there is future work that could be performed in this area, including: extension to the complex case, incorporating optimization of $\sigma^2_w$ in the multi-bit case, and applying other generalized low-rank inference algorithms such as low-rank AMP (LowRAMP) [7] or Bilinear GAMP (BiGAMP) [6], with our work so far there is not evidence that it will improve detection significantly in the high interference case, which is the regime of interest (although the PCA-based GLRT may offer a slight improvement over the Kelly detector). Therefore, in the next section we again turn to alternate techniques to improve detection performance in the case of high interference.

5.5 Pre-processing Techniques

So far, we have observed the general trend that detection from quantized measurement performs adequately well when the interference is small, but suffers from a lack of dynamic range when the interference is large. Techniques such as dithering, companding, or the GLRT with the quantized model have been of limited value, and so in this section we explore alternative ways of quantizing the signal.

We note the various approaches we propose in the sequel require a significant change of the receiver architecture. Some methods require a matrix multiplication of the received signal prior to quantization, which may not be feasible in practice, but we consider them anyway as a point of comparison. In light of this, we also test
more “implementable” approaches, where the matrix multiplication consists of unit-modulus elements (i.e., the only operations are phase-shifting and adding), which can be implemented more easily in the analog domain.

5.5.1 Beamforming

We first consider beamforming. In beamforming, at each time snapshot the received signal from each antenna are linearly combined via beamforming vector \( b \in \mathbb{C}^{nr} \), prior to quantization. This can be written as

\[
y = Q_{B,\Delta}(U^Hb) \in \mathbb{C}^{ns},
\]

where the detection statistic is computed from \( y \) instead of \( U \) or \( Q_{B,\Delta}(U) \). Note that

\[
U^Hb = sh^Hb + \Psi G^Hb + W^Hb,
\]

which, under the assumption of white, Gaussian \( \Psi \) and \( W \), is equivalent to

\[
U^Hb = h s + n,
\]

where \( h \) is an unknown, complex gain and \( n \) is AWGN with unknown variance \( \sigma_n^2 \). The appropriate GLRT to apply to (5.68) is therefore

\[
\max_{h, \sigma_n^2} \frac{p(y|\mathcal{H}_1; h, \sigma_n^2)}{\max_{\sigma_n^2} p(y|\mathcal{H}_0; \sigma_n^2)} \frac{\mathcal{N}(\mathcal{H}_1)}{\mathcal{N}(\mathcal{H}_0)} \tau,
\]

which simplifies to

\[
\frac{\|y\|^2}{\|yP_s\|^2} \frac{\mathcal{N}(\mathcal{H}_1)}{\mathcal{N}(\mathcal{H}_0)} \tau.
\]

Now we discuss various approaches to designing \( b \). As mentioned before, we consider approaches with and without regard to practicality of the implementation.
The first method is the well known Capon beamformer, which maximizes the signal to interference plus noise ratio (SINR). Given $h$ and $\Sigma \triangleq \text{Cov}\{Y\}$,

$$b_{\text{capon}} = \Sigma^{-1}h. \quad (5.71)$$

Then, with implementation in mind, Smith [81] provides a conjugate-gradient algorithm that, given $h$ and $\Sigma$, yields the “Capon-phase” beamformer $b_{\text{capon-phase}}$ that maximizes the SINR after beamforming while restricting elements in $b_{\text{capon-phase}}$ to unit-modulus.

Now we test the performance of these detection methods. In Figure 5.10 we plot the estimated $P_D$ vs $\sigma_i^2/n_s$ for a fixed $P_{FA} = 10^{-2}$. In this test, $n_r = 16$, $n_s = 100$, $n_i = 1$, and $\sigma_w^2/n_s = 10^{-2}$. Included in our test is the detector in (5.70) applied to the output of (5.66) in the case of Capon beamforming and “Capon-phase” beamforming, and also the Kelly detector applied to the quantized measurements without beamforming. In this test, $B = 3$, and as usual $\Delta$ was chosen for each approach to maximize the estimated $P_D$. The Capon and Capon-phase beamformers used ML estimates of $h$ and $\Sigma$, computed from $U$ generated under $\mathcal{H}_1$. In this figure, the Capon approach worked perfectly for all levels of interference. The Capon-phase approach worked well, but eventually started to degrade for high levels of interference.

### 5.5.2 Pre-Whitening

In this section we consider approaches based on estimating $\Sigma$ from quantized measurements and adjusting the pre-processing accordingly. In particular, if we can estimate $\Sigma$, we would like to pre-whiten\textsuperscript{18} the signal prior to quantization. We propose an iterative method that updates the whitening operation using the estimated

\textsuperscript{18}For reference, if $\text{Cov}\{u\} = \Sigma$, then $\text{Cov}\{Ru\} = I$ if $R^H R = \Sigma^{-1}$. Here $R$ has no relation to the $R$ in Section 5.4.
covariance matrix of the data post-whitening and post-quantization. This work is similar to an approach taken in [82], but the beamformer they design is different, and they do not take an iterative approach to improving beamforming or pre-whitening operation.

**Iterative Method to Improve Whitening Matrix**

Now we describe our iterative method to estimating the whitening matrix. Each “epoch” takes place later in time, and so the measurements obtained at one epoch are different from the measurements obtained at an earlier epoch. Due to this, the approach assumes the distribution of \( U(t) \) does not change wrt \( t \), where \( t \) represents the epoch. We begin with the first epoch of quantized measurements \( Y_{(1)} = Q_{B,\Delta}(U_{(1)}) \), from which we estimate \( \hat{\Sigma}_{(1)} = Y_{(1)}Y_{(1)}^H/n_s \). Then, at a second epoch, \( Y_{(2)} = \)

Figure 5.10: \( P_D \) vs \( \sigma^2_i/n_s \) with different beamforming techniques.
\[ Q_{B,\Delta}\left(R_{(1)} U_{(2)}\right), \text{ and we estimate } \hat{\Sigma}_{(2)} = Y_{(2)} Y^H_{(2)} / n_s. \] Then, we can whiten the 3rd epoch via \[ Y_{(3)} = Q_{B,\Delta}\left(R_{(2)} R_{(1)} U_{(3)}\right), \text{ and so on, where } R_{(t)}^H R_{(t)} = \hat{\Sigma}_{(t)}^{-1}. \]

In Figure 5.11, we show the estimated detection probability vs \( \sigma_i^2 / n_s \) of the Kelly detector applied to quantized measurements without pre-whitening, as well as the Kelly detector applied to pre-whitened data for different values of \( t \in \{1, \ldots, 5\} \) (shown in parentheses). In this experiment, \( n_r = 16, n_s = 100, n_i = 1, \sigma_w^2 = 10^{-2}, \) \( P_{FA} = 10^{-2}, \) and \( B = 3. \) In this simulation, \( U_{(t)} \) were different realizations from the same data distribution, generated in the \( \mathcal{H}_0 \) case. In this experiment we observe an improvement in detection performance with the proposed pre-whitening method. Using a single epoch in the estimate improves the performance most significantly, while marginal improvements in performance diminish with additional epochs. Although, we note that for large enough interference, the pre-whitened method fails for all of the number of epochs under test.

**Implementation Details**

For a particular \( \Sigma \), the whitening matrix \( R \) is not unique. Two possible methods of computing \( R \) from \( \Sigma \) are from the Cholesky and eigenvalue decompositions. The eigenvalue decomposition is more interpretable, and possibly superior from an implementation standpoint. If \( \Sigma^{-1} = V \Lambda V^H \) via the eigenvalue decomposition, then \[ R = \Lambda^{1/2} V^H. \] When \( R \) is applied to a measured signal, this has the effect of first rotating the signal via \( V^H \) into a “beamspace” representation, and then scaling each of the beams individually via \( \Lambda^{1/2}. \) If only \( t = 1 \) epochs are used to estimate the net
it is possible to implement the $\Lambda^{1/2}$ action by adjusting the gains on the individual ADCs (similar to companding\textsuperscript{19}), prior to applying $\Lambda^{1/2}$ to the post-quantized samples, in which case the only thing that needs to be implemented in the analog domain is the rotation $V^H$. Specifically,

$$Q_{B,\Delta}(\Lambda^{1/2}V^Hu) = \Lambda^{1/2}Q_{B,\Lambda^{-1/2}\Delta}(V^Hu),$$

where $Q_{B,\Lambda^{-1/2}\Delta}(\cdot)$ has channel-wise $\Delta_i = \lambda_i^{-1/2}\Delta$. However, if $t > 1$ epochs are used, it is unclear if the action of all $\Lambda^{1/2}(t)$ can be incorporated in the quantizer, because the overall whitening plus quantization operation is

$$Q_{B,\Delta}(\Lambda^{1/2}_t V_t^Hu = \Lambda^{1/2}_t V_t^Hu),$$

One area of future work is to see if the net whitening operation with an arbitrary number of epochs is able to be written (or approximated) as a single rotation followed by a channel-wise scaling. In the sequel we observe what happens when we restrict $V(t)$ to unit modulus elements, which can then be implemented the the analog domain more efficiently.

**Implementation with Unit-modulus Elements**

A simple approach to implementing the whitening filter with phase-shifters only is to replace elements in $V$ with $\tilde{v}_{ij} = v_{ij}/|v_{ij}|$. On top of that, if only discrete phases are allowed, the argument of $\tilde{v}_{ij}$ can be quantized to one of the allowed phases. A justification for this approach is now given. The rows of $V^H$ indicate the direction of each “beam”. We want to replace rows of $V^H$ with vectors that are as parallel

\textsuperscript{19}In companding, the same non-uniform quantization function is used on every ADC, whereas here each ADC uses a uniform quantization function but with ADC-dependent $\Delta$.  
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as possible while being restricted to unit-modulus elements. This problem can be written as

$$\tilde{v}_i = \arg \max_v v_i^H v \text{ s.t. } |v_j| = 1 \forall j,$$

(5.74)

where $v_i^H$ is the $i$th row of $V^H$. From this problem, it is clear the solution is $\tilde{v}_{ij} = v_{ij}/|v_{ij}|$ for all $i$ and $j$.

In Figures 5.12 and 5.13, we evaluate the performance of the proposed iterative whitening method when elements in $V$ are restricted to unit modulus and unit modulus with discrete phases, respectively. We used the same parameters as in the experiment in Figure 5.11. We observe a moderate performance loss when comparing to the phase only performance in Figure 5.12 to the arbitrary $V$ performance in Figure 5.11. Then, there is a small performance loss when comparing the phase only
performance in Figure 5.12 to the discrete phase only performance in Figure 5.13. Overall, in Figure 5.13 we observe an improvement of approximately 8 dB in equivalent ISR relative to the Kelly detector when 5 epochs of the pre-whitening technique are applied with unit-modulus elements in $V$, where the phases are chosen from a finite set.

Figure 5.12: $P_D$ vs $\sigma_i^2/n_s$ with iterative whitening technique, where elements in $V$ are unit-modulus.

5.6 Conclusion

In this chapter we considered the problem of adaptive detection from quantized measurements. We focused on the low-rank interference case, which models a small
Figure 5.13: $P_D$ vs $\sigma_i^2/n_s$ with iterative whitening technique, where elements in $V$ are unit-modulus and their phases are one of $4n_r$ uniformly spaced values.

number of jammers in a time-invariant channel. We first applied unquantized detection algorithms to this problem, and observed that in the low-interference regime, there was only a small loss in detection probability when using quantized measurements, but for any level of quantization, there is eventually an interference power large enough that will kill detection performance.

We then investigated detection performance when two conventional approaches to managing quantization were applied. In particular, we tested detection performance when a dither signal was added and when companding (i.e., non-uniform quantization) was used. In our experiments, dithering actually hurt detection performance, but companding improved detection performance. However, the improvement was
small, and still did not prevent large interference from eventually killing detection performance.

Then, we developed the GLRT that assumed quantization. The GLRT for our quantized model involves solving two generalized bilinear inference problems. However, the overall detection performance of this GLRT was not good enough relative to simply applying unquantized detectors to quantized data to justify continuing its development.

In the final section of this chapter we applied various pre-processing techniques to the signal to effectively try to null the interference prior to quantization. We observed that methods that know the true interference plus noise covariance matrix are able to significantly improve detection performance, but they are not practical because in practice the true interference plus noise covariance matrix is unknown. In response, we developed an iterative technique for estimating the interference plus noise covariance matrix, and using this to apply a whitening filter prior to quantization. The whitening filter can then be iteratively improved over time as more measurements are taken. This approach offered the best improvement in detection performance in the high interference case relative to all of the techniques under evaluation.
Chapter 6: Conclusion

In this dissertation we considered various problems that involve inference in the generalized linear model. Specifically, we considered the multinomial logistic regression and the sketched clustering problems. In both applications, we applied the HyGAMP algorithm to estimate the underlying parameters of interest. Then, through numerical simulations on synthetic and real-world datasets, we demonstrated that our approximate message passing approach to inference outperformed existing state-of-the-art approaches based on optimization for inference in both accuracy and computational complexity.

Then, in the final chapter of this dissertation we considered the problem of adaptive detection from quantized measurements, while focusing on the low-rank interference case. We first studied the performance of unquantized detection approaches when they were given quantized measurements. We observed these unquantized techniques work well in the low interference case but not the high interference case. We then investigated various approaches to improving the detection performance in the high interference regime. We first considered approaches such as applying a dither signal or using non-uniform quantization (companding). Then, we derived and implemented the GLRT with the quantized model, which we gave rise to the generalized bilinear model. Another final method that we considered was to whiten the data prior
to quantization using processing in the analog domain. Our particular approach used feedback from the output of the quantizer to design the analog whitening operation. Through numerical experiments, we observed this approach had the best improvement over among all approaches that were considered.
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