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Abstract—In this paper, we propose a novel soft-output multi-user detector for non-coherent multiple access with Grassmannian signaling under Rayleigh block fading. Our detector is based on expectation propagation (EP) approximate inference and has polynomial complexity in the number of users. A simplified version of this scheme coincides with a scheme based on soft minimum-mean-square-error (MMSE) estimation and successive interference cancellation (SIC). Both schemes, especially EP, produce accurate approximates of the true posterior. They outperform a baseline decoder based on projecting the received signal onto the subspace orthogonal to the interference in terms of both hard-detected symbol error rate and coded bit error rate.

Index Terms—non-coherent communications, multiple access, expectation propagation, Grassmannian constellations

I. INTRODUCTION

In wireless communications, multiple-input multiple-output (MIMO) technology is capable of improving significantly both the system spectral efficiency and reliability [1], [2]. In practical MIMO systems, the transmitted symbols are normally drawn from a finite discrete constellation. The task of the receiver is to detect these symbols based on the received signal and available channel information. If the instantaneous value of the channel matrix is treated as known, such as when it is obtained via channel estimation, the detection problem is said to be coherent and has been investigated extensively in the literature [3]. If only statistical information about the channel is available, the detection problem is said to be non-coherent.

In the non-coherent case, the transmitted symbols are typically structured, e.g., using differential encoding, or such that (s.t.) the matrix of symbols in the space-time domain is orthonormal and isotropically distributed [4]. The latter was proposed for the block fading channel where the channel matrix remains constant for each coherence block of $T$ symbols and varies independently between blocks. There, information is carried in the subspace of the signal matrix, which is invariant to multiplication by the channel matrix. Thus, a non-coherent constellation can be designed as a collection of points in the Grassmann manifold $G(C^T, K)$, which is the space of $K$-dimensional subspaces in $C^T$, where $K$ is the number of transmit antennas. This was shown to be capacity-achieving at high signal-to-noise-ratio (SNR) for the Rayleigh block fading channel [5]. The optimal maximum-likelihood (ML) detector is NP-hard, thus low-complexity sub-optimal detectors have been proposed for Grassmannian constellations with additional structure, e.g., [6], [7].

In this paper, we focus on non-coherent detection in the single-input multiple-output (SIMO) multiple-access channel with $K$ single-antenna users under flat and block Rayleigh fading with coherence time $T$. The transmitted signals are constructed from disjoint Grassmannian constellations in $G(C^T, 1)$. The receiver is interested not only in the hard detections of the symbols but also in their posterior marginals, to e.g., compute the bit-wise log-likelihood ratios (LLRs) required for channel decoding. Exact posterior marginalization is prohibitive with many users or large constellations. Thus we seek sub-optimal schemes with practical complexity.

In contrast to probabilistic coherent MIMO detection, for which many schemes have been proposed [3], the probabilistic non-coherent MIMO detection has not been well investigated. The detection scheme in [8] decouples the multi-user detection into $K$ single-user detection problems, but it is sub-optimal and compatible only with the constellation structure therein. The list-based soft demapper in [9] reduces the number of terms considered in posterior marginalization by including only those symbols at a certain distance from a reference point. However, it was designed for the single-user case only and has no obvious generalization to the multi-user case.

In this work, we propose message-passing algorithms for posterior marginal inference in non-coherent multi-user MIMO channels. Our algorithms are based on expectation propagation (EP) approximate inference [10]. For EP, we build a factor graph whose variable nodes correspond to the noiseless received signal vectors and the Grassmannian symbol indices. The EP algorithm passes messages between these variable nodes and the corresponding factor nodes. We also propose a simplification of this scheme that can be interpreted as soft MMSE estimation and successive interference cancellation (SIC).

We numerically compare the performance of our EP and MMSE-SIC detectors to the optimal ML detector (when possible), a genie-aided detector, the conventional coherent detector, and the state-of-the-art detector from [8]. We find that EP and MMSE-SIC achieve near-optimal symbol error rate and coded bit error rate. To the best of our knowledge, these are the first message-passing schemes for non-coherent multi-user MIMO detection with Grassmannian signaling.

The remainder of this paper is organized as follows. We
We assume that the channel between the receiver and each user consists of individual Grassmannian constellations in $\mathbb{C}^T$. The trace, transpose, and conjugated transpose of $M$ are $\text{tr}\{M\}$, $M^\top$, and $M^\dagger$, respectively. $\mathbb{I}\{\cdot\}$ is the indicator function. 0 denotes the all-zero vectors/matrices. $[n] := \{1, 2, \ldots, n\}$. The Grassmann manifold $G(C^T, K)$ is defined as the space of $K$-dimensional subspaces in $C^T$. In particular, $G(C^T, 1)$ is the Grassmannian of lines. $D(q||p)$ denotes the Kullback-Leibler (KL) divergence between two distributions $p$ and $q$. $N(\mu, \Sigma)$ denotes the Gaussian vector distribution with mean $\mu$, covariance matrix $\Sigma$, and thus probability density function (pdf) $N(x; \mu, \Sigma) := \frac{\exp(-\|x-\mu\|^2)}{\pi^{\frac{N}{2}}\det(\Sigma)^{\frac{1}{2}}}$, $x \in \mathbb{C}^N$.

II. SYSTEM MODEL

We consider a SIMO multiple access channel in which $K$ single-antenna users transmit to a receiver having $N$ antennas. We assume that the channel between the receiver and each user is flat and block fading with an equal-length and synchronous (across the users) coherence interval of $T$ symbols. That is, the channel vectors $h_k \in \mathbb{C}^{N \times 1}$ between the transmit antenna of user $k$ and the $N$ receive antennas remain constant within each coherence block of $T > 2$ symbols, and change independently between blocks. The distribution of $h_k$ is assumed to be known to the receiver, but its realizations are unknown to both the receiver and users. We consider independent and identically distributed (i.i.d.) Rayleigh fading, i.e., $h_k \sim N(0, I_N)$.

Within a coherence block, each user $k$ sends a signal vector $s_k \in \mathbb{C}^T$, and the receiver receives a $T \times N$ signal matrix

$$ Y = \sum_{k=1}^K s_k h_k^\dagger + W = SH^\dagger + W, $$

where $S = [s_1, \ldots, s_K] \in \mathbb{C}^{T \times K}$ and $H = [h_1, \ldots, h_K] \in \mathbb{C}^{N \times K}$ concatenate the transmitted signals and channel vectors, respectively, $W$ is the Gaussian noise with i.i.d. $N(0, \sigma^2)$ entries, and the block index is omitted for simplicity. We assume that the transmitted signals have average unit norm, i.e., $\mathbb{E}\|s_k\|^2 = 1, \forall k$. Under this normalization, the SNR of each transmitted signal at each receive antenna is $\text{SNR} = 1/(T\sigma^2)$. We assume that the transmitted signals belong to disjoint finite individual Grassmannian constellations in $G(C^T, 1)$. That is, $s_k \in S_k := \{s_{k}^{(1)}, \ldots, s_{k}^{(N_k)}\}$, where each symbol $s_{k}^{(i)}$ is a unit-norm vector representative of a point in $G(C^T, 1)$.

Given $S$, the matrix $Y$ is Gaussian with independent columns having the same covariance matrix $\sigma^2 I_T + SS^\dagger$. Thus,

$$ p(Y | S) = \frac{\exp(-\text{tr}\{Y^\dagger(\sigma^2 I_T + SS^\dagger)^{-1}Y\})}{\pi^{NT}\det(\Sigma)} . $$

When a channel code is used, most channel decoders require the LLR of the bits computed from the posteriors $p(s_k | Y)$, $k \in [K]$, which are marginalized from

$$ p(S | Y) = \frac{p(Y | S)p(S)}{p(Y)} \propto p(Y | S)p(S). $$

Assuming that the transmitted signals are independent and uniformly distributed over the discrete constellations, the prior $p(S)$ factorizes as $p(S = [s_1, \ldots, s_K]) = \prod_{k=1}^K \frac{1}{|S_k|} \mathbb{I}\{s_k \in S_k\}$. On the other hand, the likelihood function $p(Y | S)$ involves all the signals $s_1, \ldots, s_K$ in a manner that does not easily factorize. Exact marginalization of $p(S | Y)$ requires computing

$$ p(s_k | Y) = \sum_{s_i \in S_i, \forall i \neq k} p(s | Y), \quad k \in [K]. $$

This becomes formidable in the case of many users or large constellations. Thus, we seek a low-complexity approximation

$$ p(s_k | Y) \approx \tilde{p}(s_k | Y) = \prod_{k=1}^K \tilde{p}(s_k | Y). $$

In what follows, we design a posterior marginal estimation scheme based on expectation propagation (EP).

III. EXPECTATION PROPAGATION

EP was proposed in [10] for approximate inference in probabilistic graphical models. Let us consider a set of variables contained in a random vector $x$ with posterior of the form

$$ p(x) \propto \prod_{\alpha} \psi_{\alpha}(x_{\alpha}), $$

where $x_{\alpha}$ is the subset of variables involved in the factor $\psi_{\alpha}$. Let us partition the components of $x$ into some sets $\{x_{\beta}\}$, where no $x_{\beta}$ is split across factors (i.e., $\forall \alpha, \beta$ either $x_{\beta} \subset x_{\alpha}$ or $x_{\beta} \cap x_{\alpha} = \emptyset$). We are interested in the posterior marginals with respect to (w.r.t.) the partition $\{x_{\beta}\}$.

EP approximates the true posterior $p$ from (6) by a distribution $\tilde{p}$ that can be expressed in two ways. First, it can be w.r.t. the "target" partition $\{x_{\beta}\}$ as

$$ \tilde{p}(x) = \prod_{\beta} \tilde{p}_{\beta}(x_{\beta}), $$

where $\tilde{p}_{\beta}$ are constrained to be in the exponential family so that

$$ \tilde{p}_{\beta}(x_{\beta}) = \exp(\gamma_{\beta}(\phi_{\beta}(x_{\beta}) - A_{\beta}(\gamma_{\beta}))), $$

for sufficient statistics $\phi_{\beta}(x_{\beta})$, parameters $\gamma_{\beta}$, and log-partition function $A_{\beta}(\gamma) := \ln \int \psi_{\beta}(x_{\beta})dx_{\beta}$. Second, $\tilde{p}$ can also be expressed w.r.t. the partition $\{x_{\alpha}\}$ in accordance with (6) as

$$ \tilde{p}(x) \propto \prod_{\alpha} m_{\alpha}(x_{\alpha}). $$

For (7) and (8) to be consistent, there must exist factors $m_{\alpha, \beta}$ of the form $m_{\alpha, \beta}(x_{\beta}) = \exp(\gamma_{\alpha, \beta}(\phi_{\beta}(x_{\beta}))$ such that

$$ m_{\alpha}(x_{\alpha}) = \prod_{\beta \in \beta_{\alpha}} m_{\alpha, \beta}(x_{\beta}) = \exp \left( \sum_{\beta \in \beta_{\alpha}} \gamma_{\alpha, \beta}^T \phi_{\beta}(x_{\beta}) \right), $$

$$ \tilde{p}_{\beta}(x_{\beta}) \propto \prod_{\alpha \in \beta_{\beta}} m_{\alpha, \beta}(x_{\beta}) = \exp \left( \sum_{\alpha \in \beta_{\beta}} \gamma_{\alpha, \beta}^T \phi_{\beta}(x_{\beta}) \right). $$
where $\mathcal{M}_\alpha$ collects the indices $\beta$ for which $\mathbf{z}_{\beta} \subset \mathbf{z}_\alpha$, and $\mathcal{N}_\beta$ collects the indices $\alpha$ for which $\mathbf{z}_{\alpha} \subset \mathbf{z}_\beta$. It turns out that $m_{\alpha,\beta}$ can be interpreted as a message from the factor node $\alpha$ to the variable node $\beta$ on a bipartite factor graph.

EP works by first initializing all $m_{\alpha}(\mathbf{z}_\alpha)$ and $p_\beta(\mathbf{z}_\beta)$ then iteratively updating each $m_{\alpha}$ in turn. Let us fix a factor index $\alpha$. We construct the "tilted" distribution $q_\alpha$ by swapping $\psi_\alpha$ for its approximate $m_{\alpha}$ in $\hat{p}(\mathbf{x})$ as $q_\alpha(\mathbf{x}) = \frac{\hat{p}(\mathbf{x}) m_{\alpha}(\mathbf{z}_\alpha)}{\int \hat{p}(\mathbf{x}) m_{\alpha}(\mathbf{z}_\alpha) \, d\mathbf{x}}$, and then project it back onto the exponential family by solving

$$p_{\alpha}^{\text{new}}(\mathbf{x}) = \prod_\beta p_{\alpha,\beta}^{\text{new}}(\mathbf{z}_\beta) = \arg \min_{\mathbf{z}_\beta} D(q_{\alpha}(\mathbf{x}) \| \hat{p}(\mathbf{x})),$$

where $\mathcal{P}$ is the set of distributions with the form of $\hat{p}$ in (7). After some manipulations following [10], we deduce that for each $\beta \in \mathcal{M}_\alpha$, the optimal $p_{\alpha,\beta}^{\text{new}}$ is the moment match of $q_{\alpha,\beta}$ in the exponential family with sufficient statistics $\phi_{\beta}(\mathbf{x}_\beta)$, where

$$q_{\alpha,\beta}(\mathbf{x}_\beta) := \int \psi_\alpha(\mathbf{x}_\alpha) \prod_{\beta' \in \mathcal{N}_{\alpha}', \alpha' \in \mathcal{M}_{\beta'}} m_{\alpha',\beta'}(\mathbf{x}_{\beta'}) \, d\mathbf{x}_{\alpha \setminus \beta},$$

is formed by taking the product of the true factor $\psi_\alpha$ and all the messages impinging on that factor, and then integrating out all variables except $\mathbf{z}_\beta$. For $\beta \notin \mathcal{M}_\alpha$, the optimal $p_{\alpha,\beta}^{\text{new}}$ is simply $\hat{p}_\beta(\mathbf{z}_\beta)$. The factor $m_{\alpha}$ is then updated via

$$m_{\alpha}^{\text{new}}(\mathbf{x}_\alpha) = \frac{\hat{p}_{\alpha}^{\text{new}}(\mathbf{x}) m_{\alpha}(\mathbf{z}_\alpha)}{\hat{p}(\mathbf{x})} \propto \prod_{\beta \in \mathcal{N}_\alpha} m_{\alpha,\beta}^{\text{new}}(\mathbf{z}_\beta),$$

with $m_{\alpha,\beta}^{\text{new}}(\mathbf{z}_\beta) := \frac{\hat{p}_{\alpha,\beta}^{\text{new}}(\mathbf{z}_\beta)}{\prod_{\alpha' \in \mathcal{N}_{\beta}', \alpha' \in \mathcal{M}_{\beta}} m_{\alpha',\beta}(\mathbf{z}_{\beta'})}$.

Observe that the update of $m_{\alpha}$ only affects the approximate posterior of the variable nodes $\beta$ in the neighborhood of factor node $\alpha$. Equation (14) says that the new message $m_{\alpha,\beta}^{\text{new}}$ passed from $\alpha$ to $\beta \in \mathcal{N}_\alpha$ equals $p_{\alpha,\beta}^{\text{new}}$ divided by the message product $\{m_{\alpha',\beta}\}_{\alpha' \in \mathcal{M}_{\beta}}$, i.e., previous messages to $\beta$ from all directions except $\alpha$. After that, the process is repeated with the next $\alpha$.

IV. APPLICATION OF EP TO NON-COHERENT DETECTION

To apply EP to the problem of non-coherent detection, we express the signal of user $k$ as $\mathbf{s}_k = \mathbf{s}_k^{\text{in}}$, where $\mathbf{i}_k$ are random symbol indices that are independent and uniformly distributed over $[\mathcal{S}_k]$. We rewrite (1) in vector form as

$$\mathbf{y} = \sum_{k=1}^K \mathbf{z}_k + \mathbf{w},$$

where $\mathbf{y} := \text{vec}(\mathbf{Y}), \quad \mathbf{z}_k := (\mathbf{s}_k^{\text{in}} \otimes \mathbf{I}_N) \mathbf{h}_k$, and $\mathbf{w} := \text{vec}(\mathbf{W}') \sim \mathcal{N}(0, \sigma^2 I_{NT})$. The problem of estimating the posteriors $p(\mathbf{s}_k|\mathbf{Y})$ is equivalent to estimating $p(\mathbf{i}_k|\mathbf{Y})$ since they admit the same probability mass function (pmf).

With $\mathbf{z} := [\mathbf{z}_1, \ldots, \mathbf{z}_K]$ and $\mathbf{i} := [i_1, \ldots, i_K]^T$, we can write

$$p(\mathbf{i}, \mathbf{z}|\mathbf{y}) \propto p(\mathbf{i}, \mathbf{z}) p(\mathbf{y}|\mathbf{z}) p(\mathbf{z}|\mathbf{i}) = \psi_0(\mathbf{z}_1, \ldots, \mathbf{z}_K) \prod_{k=1}^K \psi_{k1}(\mathbf{z}_k, i_k) \prod_{k=1}^K \psi_{k2}(i_k),$$

corresponding to (6), where

$$\psi_0(\mathbf{z}_1, \ldots, \mathbf{z}_K) := p(\mathbf{y}|\mathbf{z}) = \mathcal{N}(\mathbf{y}; \sum_{k=1}^K \mathbf{z}_k, \sigma^2 I_{NT}),$$

$$\psi_{k1}(\mathbf{z}_k, i_k) := p(\mathbf{z}_k|i_k) = \mathcal{N}(\mathbf{z}_k; 0, (\mathbf{s}_k^{\text{in}} | \mathbf{S}_k^{\text{in}}) \otimes \mathbf{I}_N),$$

$$\psi_{k2}(i_k) := p(i_k) = \frac{1}{|\mathcal{S}_k|}, \text{ for } i_k \in [\mathcal{S}_k].$$

We will use EP to infer the posterior distribution of the indices $\{i_k\}_k$. To do so, we can use the partition $\mathbf{z} = \{\mathbf{z}_k, i_k\}_k$ and illustrate the interaction between these variables and the factors $\psi_0, \psi_{k1},$ and $\psi_{k2}$ by the bipartite factor graph in Fig. 1. This graph has a tree structure with a root $\mathbf{y}$ and $K$ leaves $\{\psi_{k2}\}_k$.

![Graph Representation](image)

**Fig. 1.** A factor graph representation of the non-coherent detection problem.

We write the EP approximation according to (7) as

$$\hat{p}(\mathbf{z}|\mathbf{x}) = \hat{p}(\mathbf{i}, \mathbf{z}|\mathbf{x}) = \prod_{k=1}^K \hat{p}_k(\mathbf{z}_k) \hat{p}_k(i_k),$$

where $\hat{p}_k(\mathbf{z}_k)$ and $\hat{p}_k(i_k)$ are implicitly conditioned on $\mathbf{y}$ and constrained to be a Gaussian vector distribution and a discrete distributions with support $[\mathcal{S}_k]$, respectively, i.e.,

$$\hat{p}_k(\mathbf{z}_k) = \mathcal{N}(\mathbf{z}_k; \hat{z}_k, \Sigma_k) \text{ s.t. } \Sigma_k \text{ is positive definite,}$$

$$\hat{p}_k(i_k) = \frac{\phi_k(i_k)}{\sum_{i=1}^{|\mathcal{S}_k|} \phi_k(i)} \text{ for } i_k \in [\mathcal{S}_k] \text{ s.t. } \sum_{i=1}^{|\mathcal{S}_k|} \phi_k(i) = 1.$$ 

We also write the EP approximation according to (8) as

$$\hat{p}(\mathbf{z}|\mathbf{y}) \propto m_0(\mathbf{z}_1, \ldots, \mathbf{z}_K) \prod_{k=1}^K m_{k1}(\mathbf{z}_k, i_k) \prod_{k=1}^K m_{k2}(i_k),$$

where $m_0(\mathbf{z}_1, \ldots, \mathbf{z}_K) \propto \prod_{k=1}^K \mathcal{N}(\mathbf{z}_k; \mu_{k0}, \mathbf{C}_{k0}),$

$m_{k1}(\mathbf{z}_k, i_k) \propto \mathcal{N}(\mathbf{z}_k, \mu_{k1}, \mathbf{C}_{k1}) \pi_{k1}(i),$ and $m_{k2}(i_k) = \pi_{k2}(i)$ for $i_k \in [\mathcal{S}_k]$. On the factor graph in Fig. 1, we can interpret $(\mu_{k0}, \mathbf{C}_{k0})$ as the message from factor node $\psi_0$ to variable node $\mathbf{z}_k$. $(\mu_{k1}, \mathbf{C}_{k1})$ as the message from node $\psi_{k1}$ to node $\mathbf{z}_k$. $(\pi_{k1}(i), |\mathcal{S}_k|)$ as the message from node $\psi_{k1}$ to node $i_k$, and $(\pi_{k2}(i), |\mathcal{S}_k|)$ as the message from node $\psi_{k2}$ to node $i_k$.

1) The EP message updates: Following (12) and (14), we derive the messages as follows. First, the message $(\pi_{k2}(i), |\mathcal{S}_k|)$ from node $\psi_{k2}$ to node $i_k$ is simply $\pi_{k2}(i) = \frac{1}{|\mathcal{S}_k|}$ for $i_k \in [\mathcal{S}_k]$.
The message \( \{ \pi_{k_1}^{(ik)} \}_{i=1}^{[S_k]} \) from node \( \psi_{k_1} \) to node \( i_k \) is given by

\[
\pi_{k_1}^{(ik)} = \frac{N(0; \mu_{k_0}, \mathbf{s}_k^{(ik)} \mathbf{s}_k^{(ik)\top}) \otimes I_N + C_{k_0}}{\sum_{i=1}^{[S_k]} N(0; \mu_{k_0}, \mathbf{s}_k^{(ik)} \mathbf{s}_k^{(ik)\top}) \otimes I_N + C_{k_0}}, \tag{20}
\]

for \( i_k \in [S_k] \). The message \((\mu_{k_1}, C_{k_1})\) from node \( \psi_{k_1} \) to nodes \( z_k \) is given by

\[
C_{k_1} = (\Sigma_k^{-1} - C_{k_0}^{-1})^{-1}, \quad \mu_{k_1} = C_{k_1}(\Sigma_k^{-1} z_k - C_{k_0}^{-1} \mu_{k_0}), \tag{21}
\]

where

\[
\tilde{z}_k = \sum_{i=1}^{[S_k]} \pi_{k_1}^{(ik)} \tilde{z}_{k_1}, \quad \Sigma_k = \sum_{i=1}^{[S_k]} \pi_{k_1}^{(ik)} (\tilde{z}_{k_1} \tilde{z}_{k_1\top} - \tilde{z}_{k} \tilde{z}_{k\top}), \tag{22}
\]

with \( \Sigma_k = \left( (\mathbf{s}_k^{(i)} \mathbf{s}_k^{(i)\top}) \otimes I_N \right)^{-1} + C_{k_0}^{-1} \). Finally, the message \((\mu_{k_0}, C_{k_0})\) from node \( \psi_0 \) to node \( z_k \) is given by

\[
C_{k_0} = \sigma^2 I_{NT} + \sum_{j \neq k} C_{j_1}, \quad \mu_{k_0} = y - \sum_{j \neq k} \mu_{j_1}. \tag{23}
\]

2) Initialization of the EP messages: We choose the non-informative initialization \( C_{k_0} = 0 \) and \( \mu_{k_0} = 0 \), so that, from (20), the initial message from node \( \psi_{k_1} \) to node \( i_k \) coincides with the uniform prior \( \pi_{k_1}^{(ik)} = \frac{1}{[S_k]} \) for \( i \in [S_k] \); the initial parameters \( \Sigma_k = (\mathbf{s}_k^{(i)} \mathbf{s}_k^{(i)\top}) \otimes I_N \) and \( \tilde{z}_k = 0 \). This leads to the initial parameters of \( \tilde{p}_k(z_k) \) from (22) as \( \tilde{z}_k = 0 \), and

\[
\Sigma_k = \frac{1}{[S_k]} \sum_{i=1}^{[S_k]} (\mathbf{s}_k^{(i)} \mathbf{s}_k^{(i)\top}) \otimes I_N, \quad \text{and the initial message from node } \psi_{k_1} \text{ to node } z_k \text{ given in (21) as } C_{k_1} = \Sigma_k, \quad \text{and } \mu_{k_1} = \tilde{z}_k.
\]

Finally, the initial messages from node \( \psi_0 \) to node \( z_k \) follows from (23) as \( C_{k_0} = \sigma^2 I_{NT} + \sum_{j \neq k} \left( \frac{1}{[S_j]} \sum_{i=1}^{[S_j]} (\mathbf{s}_j^{(i)} \mathbf{s}_j^{(i)\top}) \otimes I_N, \quad \text{and}\right. \)

\[
\mu_{k_0} = y.
\]

After the initialization, the EP algorithm proceeds by iteratively updating the messages. In particular, it goes through the branches of the tree graph in Fig. 1 in a round-robin manner, and in each branch, the factor nodes are visited in the order from leaf to root (other message passing scheduling can be implemented). In the end, according to (10) and (19), the estimated pmf of \( \hat{p}(s_k|y) \) is \( \hat{p}_k(i_k) = \pi_{k_1}^{(ik)} \times \pi_{k_1}^{(ik_2)} \), that is \( \hat{p}_k(i_k) = \pi_{k_1}^{(ik)} \) since \( \pi_{k_1}^{(ik_2)} \) is constant over \( i_k \in [S_k] \).

V. MMSE-SIC: A SIMPLIFICATION OF EP

In the EP message updates, if we replace (21) by

\[
\mu_{k_1} = 0 \quad \text{and} \quad C_{k_1} = \sum_{i=1}^{[S_k]} \pi_{k_1}^{(i)} (\mathbf{s}_k^{(i)} \mathbf{s}_k^{(i)\top}) \otimes I_N, \tag{24}
\]

which arises by skipping a projection onto the Gaussian family in the derivation of \((\mu_{k_1}, C_{k_1})\), it follows from (23) that \( \mu_{k_0} = y \) and \( C_{k_0} = \sigma^2 I_{NT} + \sum_{j \neq k} \left( \frac{1}{[S_j]} \sum_{i=1}^{[S_j]} (\mathbf{s}_j^{(i)} \mathbf{s}_j^{(i)\top}) \otimes I_N, \quad \text{and}\right. \)

\[
\mu_{k_0} = y.
\]

This simplified scheme can be alternatively constructed as follows. In the channel output (15), the interference from other users while decoding the signal of user \( k \) is \( t_k := \sum_{j \neq k} z_j \) with mean \( \mathbb{E}[t_k] = 0 \) and covariance matrix \( \mathbb{E}[t_k t_k^\top] = \sum_{j \neq k} R_j \otimes I_N \). If we treat \( t_k \) as a Gaussian vector with the same mean and covariance matrix, then \( t_k + w \sim \mathcal{N}(0, Q_k \otimes I_N) \). Since \( y = (s_k \otimes I_N) h_k + t_k + w \), the single-user likelihood under this approximation is

\[
\hat{p}(y|s_k) = \mathcal{N}(y; 0, (s_k s_k^\top + Q_k) \otimes I_N). \tag{26}
\]

Then, the update of the approximate posterior \( \hat{p}(s_k|y) \propto \hat{p}(y|s_k) \) coincides with (25). \( R_k \) is then recalculated with the updated value of \( \hat{p}(s_k|y) \), and \( Q_l, l \neq k \), are updated accordingly. This is done for each user \( k \in [K] \), and then the next iteration starts.

In short, the derived simplification of the EP scheme iteratively MMSE-estimates the signal \( z_k \) of one user at a time while treating the interference as Gaussian. At each iteration, the Gaussian approximation of the interference for each user is successively improved using the estimates of the signals of other users. We refer to this scheme as MMSE-SIC. As for the general EP scheme, we can start with the non-informative initialization \( \hat{p}(s_k|y) = \frac{1}{[S_k]} \mathbb{I}(s_k \in S_k) \).

VI. PERFORMANCE EVALUATION

We evaluate the performance of the proposed schemes for a given set of individual constellations with \([S_k] = 2^B, \forall k \in [K]\). We consider the design in [8], which generates \( S_k \) as \( s_k^{(i)} = \frac{U_k d_k^{(i)}}{\|U_k d_k^{(i)}\|}, i \in [2^B], \) where \( U_k \in \mathbb{C}^{N \times (K-1)} \) is a full-rank precoder defined uniquely for user \( k \) and \( D = \{d_1^{(1)}, \ldots, d_2^d(2^d)\} \) is a Grassmannian constellation in \( G(C^{T-K+1}, 1) \). We consider the precoders \( U_k \) defined in [8, Eq.(11)] and the cube-split constellation proposed in [7] for \( D \). This structured constellation has good packing properties, allows for low-complexity single-user decoding and a simple yet effective binary labeling scheme. We take the binary label of \( d_k^{(i)} \) for \( s_k^{(i)}, \forall k \). Exploiting the precoder structure, [8] introduces a detector [8, Sec.V-B-3] that mitigates interference by projecting the received signal onto the subspace orthogonal to the interference subspace. We refer to it as POCIS (Projection onto the Orthogonal Complement of the Interference Subspace).

We set the number of iterations of EP and MMSE-SIC as 20, and of POCIS as 3 since it quickly converges.\(^2\)

First, in Fig. 2, we plot the hard-detected symbol error rate (SER) of EP, MMSE-SIC, and POCIS for \( T=6, K=3, N=8, \) and \( B=8 \). For a benchmark, since the optimal joint ML detector is computationally infeasible, we consider a genie-aided detector consisting in giving the receiver, while it decodes \( s_k \), the knowledge of the signals \( s_l \) (but not the channels \( h_l \)) of all interfering users \( l \neq k \). The performance of EP is very close to this genie-aided detector and better than MMSE-SIC at SNR > 10 dB. Both EP and MMSE-SIC are better than POCIS. We also show the SER of a non-coherent time division multiple access (TDMA) scheme where each user transmits from a

\(^2\)To stabilize, we damp the update of \( C_{k_1}, \mu_{k_1}, C_{k_0}, \mu_{k_0} \) in EP and of \( R_k, Q_k \) in MMSE-SIC.
cube-split constellation of size $2^{BK}$ in $G(C^T, 1)$ in a round-robin manner. We also show a coherent pilot-based scheme with quadrature amplitude modulation signals, MMSE channel estimation, and MMSE symbol equalization. These latter two schemes are outperformed by the non-coherent multiple-access scheme [8] with EP, MMSE-SIC, and POCIS detectors.

Next, we integrate a rate-1/3 turbo code. The turbo encoder accepts packets of 1008 bits; the turbo decoder computes the bit-wise LLRs from the detector’s soft outputs and performs 10 decoding iterations. In Fig. 3, we show the bit error rate (BER) with this turbo code using $B = 8$ bits/symbol and different values of $T$ and $K = N$. EP achieves the closest performance to the genie-aided detector and the optimal detector with exact marginalization (4). The BER of MMSE-SIC vanishes slower with SNR than the other schemes, and becomes better than POCIS as $K$ grows. For $T = 7$ and $K = N = 4$, the power gain of EP w.r.t. MMSE-SIC and POCIS for the same BER of $10^{-3}$ is about 3 dB and 4 dB, respectively.

Finally, in Fig. 4, we compare the BER with the same turbo code with different constellation sizes for $T = 6$, $K = 3$, and $N = 4$. For $B = 5$, i.e., small constellations, MMSE-SIC can be slightly better than EP (both have performance close to the optimal detector). This is because it can happen that all the mass of the pmf $p_{k_i}^{(T)}$ is concentrated on a possibly wrong symbol at early iterations, and EP may not be able to refine significantly the pmf if the constellation is sparse. This situation is not observed for $B = 8$, i.e., larger constellations. Also, as compared to the case $T = 6$, $K = 3$, $B = 8$ in Fig. 3, the performance of MMSE-SIC is significantly improved as the number of receive antennas $N$ increases from 3 to 4.

VII. CONCLUSION

We proposed an expectation propagation based scheme and a MMSE-SIC scheme for soft-output multi-user detection in non-coherent SIMO communications. The latter scheme can be interpreted as a simplification of the former. Both schemes are shown to achieve good performance, especially the EP scheme, in terms of symbol error rate when they are used for hard detection, and bit error rate when used for channel decoding.
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