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Abstract—A numerical model for scattering from sea ice based on the finite difference time domain (FDTD) technique is presented. The sea ice medium is modeled as consisting of randomly located spherical brine scatterers with a specified fractional volume, and the medium is modeled both with and without a randomly rough boundary to study the relative effects of volume and surface scattering. A Monte Carlo simulation is used to obtain numerical results for incoherent versus backscattered normalized radar cross sections (RCS’s) in the frequency range from 3 to 9 GHz and for incidence angles from 10° to 50° from normal incidence. The computational intensity of the study necessitates an effective permittivity approach to modeling brine pocket effects and a nonuniform grid for small scale surface roughness. However, comparisons with analytical models show that these approximations should introduce errors no larger than approximately 3 dB. Incoherent versus cross sections backscattered from sea ice models with a smooth surface show only a small dependence on incidence angle, while results for sea ice models with slightly rough surfaces are found to be dominated by surface scattering at incidence angles less than 30° and by scattering from brine pockets at angles greater than 30°. As the surface roughness increases, surface scattering tends to dominate at all incidence angles. Initial comparisons with measurements taken with artificially grown sea ice are made, and even the simplified sea ice model used in the FDTD simulation is found to provide reasonable agreement with measured data trends. The numerical model developed can be useful in interpreting measurements when parameters such as surface roughness and scatterer distributions lie outside ranges where analytical models are valid.
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I. INTRODUCTION

Knowledge of the depth, structure, and extent of sea ice cover in polar regions is important for the purpose of predicting global climate change and providing navigation information for marine vessels. Due to the difficulty in accessing polar regions, microwave remote sensing devices on orbiting satellites can be used to obtain information about sea ice cover. Measurements and scattering models are necessary for developing inverse models that can be used to extract sea ice physical parameters from the data obtained with the remote sensors. Physically-based scattering models necessarily contain both an electromagnetic component and an idealized representation of the complicated geometric arrangement of ice, brine, and air pockets in sea ice.

Both analytical and numerical models have been developed in the past for predicting backscattering from sea ice-like media. Analytical models can be divided in two major categories [1]: those that treat volume scattering and those that deal with surface scattering. Volume scattering models are primarily developed using either the radiative transfer theory (RTT) or analytical wave theory [2], [3], while surface scattering models make use of physical optics theory (PO) [4], the small perturbation method (SPM) [5], the integral equation method (IEM) [6] and other analytical techniques. In these analytical models, both for volume and surface scattering, electromagnetic approximations are needed in order to obtain a solution for the complicated analytical expressions that often result, even with a simplified description of the sea ice medium. In particular, when both volume and surface scattering are considered simultaneously, the resulting complexity of the formulation has caused only limited results to be obtained, and several questions remain regarding the relative importance of volume and surface scattering.

These issues motivate the use of numerical techniques for the electromagnetic solution. With numerical models, once the geometry of the problem is defined, the solution obtained contains all scattering terms predicted by Maxwell’s equations and avoids the limitations of electromagnetic approximations made in the analytical methods. In addition, both volume and surface scattering can be considered simultaneously without additional approximation. However, the greatly increased computational requirements of numerical models have previously limited their application to studies of sea ice scattering. Recent increases in computer speed and memory and in scattering algorithm efficiency are now producing an increased interest in numerical modeling of geophysical media such as the ocean, land, or vegetation [7]–[10]. This paper continues these developments to investigate numerical models for scattering from sea ice.

In Section II of this paper, the three-dimensional (3-D) finite difference time domain (FDTD) model is presented and in Section III, several results for the backscattered radar cross section (RCS) from smooth and slightly rough surface sea ice are shown. Comparisons of FDTD data with measurements of the backscattered RCS from artificially grown sea ice taken at the Cold Regions Research and Engineering Laboratory (CRREL), Hanover, NH, are discussed in Section IV.
II. FDTD MODEL FOR SEA ICE SCATTERING

Several numerical techniques could potentially be applied to investigate electromagnetic scattering from sea ice. However, in cases where results are desired over a wide range of frequencies, time domain methods offer distinct advantages. The FDTD technique [11] is currently the most widely used time domain method, and has been applied previously in studies of scattering from rough surfaces [8], [10], [12] and from objects in a material half space [13], [14]. The basic formulation of FDTD has been discussed extensively in the literature [15], and so is not repeated here. However, several issues arise when applying FDTD to scattering from an area extensive medium such as sea ice. The computational intensity of a three dimensional FDTD model will require some approximations in its implementation to remain numerically feasible; although these approximations will result in some loss of accuracy in absolute cross sections, conclusions regarding the relative influence of surface and volume scattering are expected to be relatively unaffected, so that valid insights into sea ice scattering should still be obtained. The following sections describe specific issues: generation of the incident field, the absorbing boundary condition, calculation of cross sections, Monte Carlo simulations, and modeling of sea ice structure.

A. Incident Field

Since plane waves represent a fundamental decomposition of any incident field, and since most previous sea ice scattering models have considered plane wave incidence, simulating an incident plane wave in the FDTD model would be desirable. However, developing source current densities in the FDTD that produce plane wave incident fields both above and below a dispersive half space is difficult and requires careful consideration [13]. The computational domain absorbing boundary conditions, described below, further exacerbate this problem, so an alternative approach was pursued using a finite source located inside the FDTD domain.

An impressed current density arranged in a square array as shown in Figs. 1 and 2 is used as the source of the incident field. For the case of normal incidence, current elements are in phase and for oblique incidence, the current elements have a time delay relative to each other that determines the incidence angle of the wave. Use of a finite source results in an incident “beam” on the sea ice medium, whose angular width is a frequency dependent quantity determined by the size of the antenna relative to the electromagnetic wavelength. Thus, scattered cross sections that are eventually obtained are averaged over this antenna pattern, resulting in a “smoothing” of the final results. Use of the beam has the desirable effect of reducing edge effects when computing scattered fields from the finite size FDTD domain, similar to the “tapered” incident field used in rough surface scattering studies [8]. However, care must be exercised in interpreting results if the source does not have a reasonable extent in terms of the electromagnetic wavelength at a given frequency.

The time domain source pulse is a differentiated Gaussian given by

$$J_x^n = \frac{(n\Delta t - AT)^2}{T^2} e^{-(n\Delta t - AT)^2/T^2}$$  \hspace{1cm} (1)$$

where $A = 3 \Delta t$, $T = 1/2cA$, $c$ is the speed of light in free space, and $\Delta t$ is the time step. These constants are chosen to ensure that the incident pulse has most of its energy in the frequency range from 1 to 9 GHz. In order to reduce the sidelobe level of the incident beam, a spatially tapered current distribution is used for the source

$$J_x^n(x,y) = J_0 e^{-(x^2 + y^2)/C^2}$$  \hspace{1cm} (2)$$

where the constant $C$ determines the taper of the incident beam.

Computational resources limit the meshed domain size to 130 × 130 × 80 cells. The space cell size $\Delta x$ is chosen as 0.002 m, which is 1/16th of a free space wavelength at 9 GHz. The time step $\Delta t$ is 3.0 ps. These dimensions (neglecting the PML regions) give a sea ice sample of 110 × 0.002 = 0.22 m on a side and 50 × 0.002 = 0.1 m high. The source is located at cell 65 in the $z$-direction and extends from cell 26 to cell 106 in the $x$ and $y$-directions. The source array width is 0.16 m on a side, ranging
from 0.533λ at 1 GHz to 4.8λ at 9 GHz, and the taper width $C$ is chosen to be 6 cm (producing a 12 cm diameter circular current at the $e^{-1}$ points). Clearly, lower frequency results from specularly reflected results are very sensitive to the antenna pattern. Results at $θ^0$ will therefore not be presented. Use of the finite source will be validated in Section III through comparison with plane wave incidence SPM predictions for scattering from a slightly rough surface.

### B. Absorbing Boundary Condition

The FDTD method requires an absorbing boundary condition to terminate the computational domain. The perfectly matched layer (PML) ABC [16], [17], which has been shown to provide excellent absorption characteristics for a wide range of incidence angles, is used for this purpose. Use of the PML ABC in a problem involving a half space requires the PML layer adjacent to the lower region to have the permittivity of the lower region. Therefore, the conductivity profile in PML is scaled according to whether the PML is adjacent to free space or the material [18].

The PML layer has a dielectric constant $ε = ε_m$ (that of the material adjacent to the PML) and a conductivity with a parabolic profile that increases from $σ_{\text{min}}$ at the PML interface to $σ_{\text{max}}$ at the PEC wall that terminates the PML. In this case, $σ_{\text{max}} = 2.5$ Mho/m for the PML layer adjacent to the free space region and $W = 10 × Δx = 0.02$ m (width of the PML layer). The PML is placed five cells away from the source in the $x$ and $y$ directions. These choices for the PML parameters and location were found in several tests to provide adequate absorption [19]. Note that the finite source inside the domain radiates half of its energy upward toward the PML layer. However, no significant reflections of this energy were observed.

Scattered fields in the far-field region are found by first obtaining the total time domain field over a surface halfway between the source and the material interface, then Fourier transforming and using the surface equivalence principle to compute the equivalent surface electric and magnetic currents which, when integrated, give the far field values in the frequency domain. An initial validation of the FDTD model was done by comparison with two cases where an analytical solution was available: radiation from a finite source in free space and scattering from an infinite PEC plane illuminated by a finite source. In both cases, very good agreement was obtained between the FDTD and analytical results in the far field [19]–[20].

### C. Bistatic RCS

Simulation results will be presented in terms of backscattered normalized radar cross sections. For an area-extensive target, the normalized RCS is defined as

$$
\sigma_{\text{coh}}^{0} (θ_x, φ_x, θ_r, φ_r) = \lim_{R \to \infty} 4πR^2 \frac{S_0^0(θ_x, φ_x)}{A_0^0(θ_x, φ_x)}
$$

and

$$
\sigma_{\text{inc}}^{0} (θ_x, φ_x, θ_r, φ_r) = \lim_{R \to \infty} 4πR^2 \frac{S_0^0(θ_x, φ_x) \cos(θ_r)}{P_0^0(θ_r)}
$$

where $A_0^0$ is the area illuminated by the incident beam that coincides with the cross section of the computational domain excluding the PML region. $S_0^0$ is the amplitude of the scattered Poynting vector in polarization $α$, $P_0^0$ is the incident power in polarization $β$, and $α$, $β$ indicates the polarization of the scattered and incident waves respectively (i.e., $νv$, $vh$, $hv$, and $hh$). For the FDTD model, the power incident on the surface of the sea ice sample is given by

$$
P^s = \frac{1}{2} \Re \int_{x=1}^{x_2} \int_{y=1}^{y_2} \vec{E}^s \times \vec{H}^s \; dx \; dy
$$

where $x_1$, $x_2$, $y_1$, and $y_2$ are the limits of the area $A_0^0$ mentioned above and located in a horizontal plane four cells away from the source in the vertical direction. To obtain the incident power on the surface of the material being modeled, the FDTD code is run for the case of the source in free space and the above integral is computed at each frequency. Only $vv$-polarized cross sections are considered in this study due to computational limitations and the very small values of $h_v$ cross sections obtained, which are more susceptible to numerical errors.

### D. Monte Carlo Simulations

Since the location of brine pockets in sea ice and the surface roughness profile are random, statistical properties of scattered cross sections will be described by averaging FDTD frequency domain fields obtained from several realizations of the sea ice medium. Both coherent and incoherent averages can be computed. Coherent averages are expressed as

$$
S_{\text{coh}} \propto \langle |E_n|^2 \rangle
$$

where the symbol $\langle \rangle$ indicates an average over all the realizations, and $E_n$ is the scattered electric field for realization $n$. The incoherent power is given by

$$
S_{\text{inc}} \propto \langle E_c - E_n|^2 \rangle
$$

where $E_c$ is the coherent electric field. Expressions for the coherent and incoherent RCS use either $S_{\text{coh}}$ or $S_{\text{inc}}$ for $S^0$ in (3), respectively. Only incoherent results will be illustrated. Coherent backscattered cross sections primarily exist at 0° incidence and are not plotted for the reasons discussed earlier.

Monte Carlo simulations were performed using the IBM SP/2 parallel supercomputer at the Maui High Performance Computing Center (MHPCC), Maui, HI. The IBM SP/2 is a collection of 400 RS-6000 workstation nodes, roughly of typical PENTIUM II performance individually, networked through a high performance communication system to allow groups of nodes to operate in combination as a parallel processor. Since each realization is independent of all others in a Monte Carlo simulation, FDTD calculations for each realization were performed on individual nodes of the IBM SP/2 with only minimal communications required. Backscattered cross sections were computed at incidence angles from 10° to 50° in 10° increments, requiring five separate Monte Carlo runs. Convergence tests in the Monte Carlo simulation showed that eight realizations were sufficient to provide convergence of averaged incoherent backscattered cross sections to within 3 dB. Although a larger number of realizations to obtain more accuracy would be desirable, computational limitations prohibited additional studies. Thus, for each physical configuration of the sea ice medium (fractional volume...
or surface parameters), 40 FDTD runs were performed in parallel on 40 SP/2 nodes. Execution time for each run is 3 h on an SP2 node of the MHPCC, and the required memory storage is 114 Mb. Computation of the coherent and incoherent fields is done in a postprocessing step after all the results are obtained from the MHPCC.

E. Generation of Random Distribution of Scatterers

A final issue involves the model used for the sea ice medium. The extremely small size of typical brine pockets (0.75 mm or smaller) in sea ice makes discretizing individual brine pocket structures impossible given computational limitations. To avoid this problem, an effective permittivity approach is used. A uniform (0,1) random number generator is first used to determine the presence or absence of a single brine pocket in each 2 mm cubic cell of the FDTD mesh. Although this procedure implies a nonuniform pair distribution function, the obtained distribution of brine pockets should be approximately uniform for low to moderate brine fractional volumes. The threshold for the random number generator is determined by the fractional volume of brine in the sea ice sample as follows. Given the fractional volume of brine \( f_b \) and the size of the brine pocket \( v_b \), we can determine the number \( n_b \) of brine pockets in the sea ice sample

\[
\tag{7}
n_b = \frac{V f_b}{v_b}
\]

where \( V \) is the volume of the FDTD domain excluding the PML region. If the number of FDTD cells is \( N \), the random number generator threshold \( t \) is (given the presence of one brine pocket per FDTD cell)

\[
\tag{8}
t = \frac{n_b}{N}.
\]

Since the volume of the brine inclusion is smaller than that of the FDTD cell, the fractional volume of the FDTD cells that contain brine inclusions \( f_{FDTD} \) is related to that of the brine inclusions \( f_b \) by

\[
\tag{9}
f_{FDTD} = \frac{f_b v_{FDTD}}{v_b}
\]

where \( v_b \) and \( v_{FDTD} \) are the volumes of the brine inclusion and the FDTD cell, respectively.

The effective permittivity approach is applied in determining the effective dielectric constant of an FDTD cell, which is partially filled with a brine pocket. For this purpose, standard mixing laws are applied \[21\] for a sphere embedded in a background medium, resulting in a permittivity of the FDTD cell that is less than that of brine. Thus, the resulting medium contains a large fractional volume of low permittivity scatterers intended to model a medium with a smaller fractional volume of higher permittivity scatterers. This procedure is justified due to the small size of the brine scatterers compared to the electromagnetic wavelength, for which the use of mixing laws should be valid. Tests comparing predictions of first-order radiative transfer theory \[22\] for the true brine scatterers and the FDTD approximated scatterers showed cross sections within 2 dB, and comparisons with a first-order radiative transfer solution in the next section will also provide some validation for this approach. Results in the next section comparing the relative influence of surface and volume scattering also should be relatively unaffected by errors introduced in the effective permittivity method.

Since the FDTD method is a time domain method, variations in medium permittivity with frequency are difficult to model and require special methods that further increase computational requirements and were therefore not possible. An additional approximation assumed scatterer permittivities to have a constant real part versus frequency and an imaginary part determined through an effective conductivity defined at the center frequency of interest. Note that this definition is made after the application of the mixing law, so FDTD cell permittivity variations versus frequency are significantly smaller than those of brine alone.

III. NUMERICAL AND ANALYTICAL SOLUTIONS FOR SEA ICE SCATTERING

Results from the Monte Carlo simulations are illustrated for several medium configurations in the following section and compared with predictions of analytical methods for either volume and surface scattering when appropriate. The parameters used for the brine inclusions and ice surface are derived from physical observations of temperature, salinity, size distribution, and surface roughness during the CRREL experiments (CRRELEX) \[23\] and using the brine dielectric constant model of \[24\].

The boundary of the sea ice medium is modeled either as a flat surface or with a surface roughness typical of first-year sea ice (i.e. sea ice that is less than one year old and has not undergone a melting and refreezing cycle). Scattering is considered both with and without volume scatterers in the sea ice medium to investigate their effects. For the rough surface case, two sets of surface statistics are considered, one more rough than the other. Comparisons are made with the analytical small perturbation method (SPM) for rough surface scattering for the non-volume scattering case as a validation of the FDTD procedure when appropriate. SPM results when presented are obtained for a three-dimensional (3-D) dielectric rough surface having a dielectric constant equal to that of the background material and excited by an incident plane wave.

Surface profiles were generated following \[9\] as realizations of a Gaussian random process with a Gaussian correlation function, and are therefore completely characterized by the surface rms height \( \sigma \) and correlation length \( l \) parameters. A Gaussian correlation function is commonly used in modeling rough surfaces \[8\]. However, for sea ice surface roughness, both Gaussian and exponential correlation functions have been proposed \[25\]. The exact nature of a sea ice surface roughness correlation functions remains unknown.

Due to the small rms heights of the surfaces considered, an additional nonuniform grid was required in the FDTD mesh near the surface in order to capture the surface profile and minimize discretization errors. Tests showed that surface profile discretization errors could become significant at incidence angles larger than 45°, similar to the conclusions of Hastings et al. \[10\]
for one-dimensional (1-D) PEC surfaces. To avoid these problems, the cell size in the vertical z direction was reduced from 2 mm to 0.5 mm in the region containing the rough surface, allowing a finer resolution of the surface profile in the FDTD mesh. In all cases, the surface profile was terminated two cells away from the PML region (i.e., the roughness inside the PML is set to zero).

A. Case 1: Flat Surface

Initially, volume scattering from an inhomogeneous medium below a flat surface is considered. The ice background relative dielectric constant is \( \varepsilon = 3.2 - j0.0 \), and the spherical brine inclusions have a fractional volume of 10%, a radius of 0.75 mm, and a relative dielectric constant of 50 - j50. The equivalent fractional volume and dielectric constant for the FDTD cells are 45% and \( \varepsilon = 5.1 - j0.9/f_{CH2} \), where \( f_{CH2} \) is the frequency in GHz. The sea ice layer thickness is 9.5 cm.

Fig. 3 plots incoherent backscattered cross sections from 10\(^{\circ}\) to 50\(^{\circ}\) at frequencies of 3, 5, 7, and 9 GHz. The small variation in cross sections with incidence angle (within 5 dB) is a typical characteristic of incoherent volume scattering. Cross sections increase by approximately 15 dB from 3 to 9 GHz. The angular variation at other frequencies between 3 and 9 GHz is similar to that shown in Fig. 3. Some “ripple” can be observed in the numerical results due to the finite number of realizations. Using a larger number of realizations would provide a smoother curve but again was beyond computational limitations.

A test of first-order radiative transfer theory can be performed through comparison with FDTD results. Shin et al. [22] give the first-order iterative solution to the radiative transfer (RT) equation for the scattered field from a slab of homogeneous material containing a random distribution of spherical scatterers. The derivation assumes Rayleigh scattering and is valid for the case where scattering from the particles is small. To obtain a clearer comparison, RT predictions are generated for the FDTD approximated, higher fractional volume scatterers, with the spherical scatterer radius for the RT computations defined as \( a = 1.24 \text{ mm} \) to produce a sphere with a volume equal to that of the FDTD cell. RT predictions at 3 GHz are found to overestimate FDTD results by approximately 2.5 dB, as shown in Fig. 4, where FDTD cross sections are plotted with a 2.5 dB shift. This discrepancy is possibly due to the independent scattering assumption inherent in the first-order solution, as has been observed by other investigators when using RT to compute volume scattering from snow [7]. The discrepancy is found to increase with frequency as well. Similar trends are observed for smaller fractional volumes [19].

Although questions with regard to the accuracy of a first-order iterative RT solution do not allow a thorough validation of the FDTD approach for this case, the matching of general levels and data trends between theories shows that the numerical model, even with its inherent approximations, is providing reasonable predictions for a volume scattering medium.

B. Case 2: Rough Surface with \( \sigma = 0.001 \text{ m}, l = 0.02 \text{ m} \)

Next, a slightly rough dielectric surface with \( \varepsilon = 3.2 - j0.0 \) and surface roughness parameters \( \sigma = 0.001 \text{ m} \) and \( l = 0.02 \text{ m} \) is considered. Fig. 5 plots the average incoherent normalized RCS at 3, 5, 7, and 9 GHz for angles between 10\(^{\circ}\) and 50\(^{\circ}\) backscattered from a surface with no volume scatterers in the lower medium. Also included in Fig. 5 are predictions of the SPM, which are expected to be approximately valid when \( k\sigma < 0.3 \) and \( kl < 3\Omega \), where \( k \) is the electromagnetic wavenumber. Table I lists values of \( kl \) and \( k\sigma \) corresponding to \( f = 3, 5, 7, \) and 9 GHz, \( l = 0.02 \text{ m} \) and \( \sigma = 0.001 \text{ m} \), and shows that the SPM predictions should be valid for the 3, 5, and 7 GHz frequencies. SPM and FDTD results at these frequencies are within 3 dB except for the 10\(^{\circ}\) point at 3 GHz, which is within 5 dB and possibly influenced more by the finite FDTD source than the larger angles and higher frequencies. The overestimation on average of SPM plane wave predictions by the finite source FDTD results at frequencies above 3 GHz is also as expected, since an angular averaging over the SPM curve would result in a slight increase in cross sections, particularly with the
Fig. 5. Comparison of FDTD and SPM incoherent average backscattered cross sections versus incidence angle (homogeneous medium with a rough boundary \( \sigma = 0.001 \), \( l = 0.02 \)). (a) 3 GHz, (b) 5 GHz, (c) 7 GHz, and (d) 9 GHz.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Values of ( k_l ) and ( k_\sigma ) for ( l = 0.02 ) m and ( \sigma = 0.001 ) m</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f )</td>
<td>3 GHz</td>
</tr>
<tr>
<td>( k_l )</td>
<td>1.26</td>
</tr>
<tr>
<td>( k_\sigma )</td>
<td>0.063</td>
</tr>
</tbody>
</table>

more sloped curves of the higher frequencies. However, the general agreement between the two validates the FDTD nonuniform grid for modeling the effects of surface roughness. Overall trends show rough surface backscattering to be a stronger function of incidence angle than volume scattering as expected, and also to show a strong dependence on frequency.

Fig. 6 compares FDTD average cross sections for the same set of surfaces with and without volume scatterers. Parameters for the inclusions are the same as those for the smooth surface case above, and for each realization, both the surface profile and the brine distribution are varied. The increase in cross sections when including volume scattering is about 2 dB at all incidence angles for 3 and 5 GHz. However, more dramatic increases are observed at 7 and 9 GHz at the larger incidence angles, with the surface-plus-volume case exceeding the surface-only case by more than 10 dB at some angles. Note the point at 50\(^\circ\) in the 9 GHz results shows an unrealistic increasing angular trend for a volume scattering medium. Again, the precise values of single points should not be overly examined due to the inherent errors in a Monte Carlo simulation. Overall trends of these curves, however, clearly show that volume scattering can be a significant effect for slightly rough surfaces at large incidence angles.

Fig. 7 compares FDTD results run with both a rough surface profile and volume scatterers to the sum of FDTD results run with a rough surface and no volume scatterers (Fig. 5) and run with a flat surface with volume scatterers (Fig. 3). Cross sections were converted and added in terms of field magnitudes and then converted back to dB. The reasonable agreement (within 2.5 dB) between the numerically calculated surface and volume case and the added surface-only and volume-only results gives some validation to separate consideration of surface and volume effects, as is done in many analytical models.

C. Case 3: Rough Surface with \( \sigma = 0.003 \) m, \( l = 0.02 \) m

Fig. 8 compares FDTD average cross sections with and without volume scatterers for rougher surfaces with \( \sigma = 0.003 \) m. SPM results are also included in the plots, but a multiplication of the \( k_\sigma \) values in Table I by three (since Table I \( k_\sigma \) values were computed using \( \sigma = 0.001 \)) shows that SPM predictions should only be approximately valid for the 3 and 5 GHz frequencies. A level of agreement similar to that of Fig. 5 is observed when comparing FDTD and SPM results at these frequencies. A general increase in surface-only backscattered cross sections is observed for this rougher surface case when compared to Fig. 5, particularly at higher frequencies and larger incidence angles. The addition of volume scatterers is observed to have a less significant effect than in Fig. 6 due to the increased surface contribution at larger incidence angles.
Fig. 6. Comparison of FDTD incoherent average backscattered cross sections versus incidence angle for homogeneous and inhomogeneous media with a rough boundary $\sigma = 0.001$ m, $L = 0.02$ m. (a) 3 GHz, (b) 5 GHz, (c) 7 GHz, and (d) 9 GHz.

Fig. 7. FDTD incoherent average backscattered cross sections versus incidence angle for an inhomogeneous medium with a rough boundary $\sigma = 0.001$ m, $L = 0.02$ m. Comparison of FDTD surface and volume results with the sum of FDTD results with volume scattering only and with surface scattering only. (a) 3 GHz, (b) 5 GHz, (c) 7 GHz, and (d) 9 GHz.
Fig. 8. Comparison of FDTD incoherent average backscattered cross sections versus incidence angle for homogeneous and inhomogeneous media with a rough boundary $\sigma = 0.003 \text{ m}, I = 0.02 \text{ m}$. SPM predictions for surface-only scattering are also included. (a) 3 GHz, (b) 5 GHz, (c) 7 GHz, and (d) 9 GHz.

and differences are within the expected level of error of the simulation. Thus, it appears that surface scattering is the dominant effect for this set of medium parameters. Fig. 9 shows that the addition of surface-only and volume-only predictions is again approximately valid for this case, matching FDTD surface and volume predictions within 3 dB.

IV. COMPARISON WITH CRREL MEASUREMENTS

Although the approximations of the numerical model and a lack of complete ground truth data make a direct comparison with measured data difficult, a preliminary comparison is made in this section to compare trends in the modeled and measured data. Two cases are considered: bare ice with a smooth surface and pancake ice with a rough surface.

A. Smooth Bare Ice

Fig. 10 compares FDTD predictions for the backscattered normalized RCS in the flat surface, volume scattering case (Fig. 3) with measurements taken from a very smooth bare ice surface using a plane wave antenna [26] during CRREL in January of 1994. Reference [23] specifies the measured rms roughness for the bare ice section to be less than 0.001 m, so that volume scattering is likely to be the dominant effect at larger incidence angles, and the flat surface FDTD model is reasonable for comparison. Measured data is plotted only up to 30° because data at larger angles could not be recovered due to the dynamic range of the radar system and was interpolated to the 7 and 9 GHz frequencies shown from data samples at 6.5, 7.5, 8.5, and 9.5 GHz. This interpolation is not expected to contribute significant error because the frequency swept data was relatively smooth in this range of frequencies. Although significant differences in cross section levels are observed, particularly at 7 GHz, measurement and modeled data show similar trends in their variation with incidence angle. The slow falloff in 9 GHz measured cross sections for incidence angles beyond 10° matches FDTD predictions for a volume scattering only medium well, again demonstrating the importance of volume scattering for a very smooth surface case, even at higher frequencies.

B. Pancake Sea Ice

Measurements taken from a pancake ice sample during CRREL ’95 [27] are plotted in Fig. 11 and compared with results from the FDTD model with $\sigma = 0.003 \text{ m}, I = 0.02 \text{ m}$ and inclusions. Reference [23] specifies the measured rms roughness for this case as 0.0019 m, somewhat less than the FDTD surfaces, and other physical characteristics of pancake ice including a smaller thickness and higher salinity content are not included in the FDTD model. Again, significant discrepancies between FDTD and measured results are observed. However, the agreement in general trends shows that the dominant surface scattering effect can probably explain results for the pancake ice at angles from 5° to 50°.
Fig. 9. FDTD incoherent average backscattered cross sections versus incidence angle for an inhomogeneous medium with a rough boundary $\sigma = 0.003$ m, $l = 0.02$ m. Comparison of FDTD surface and volume results with the sum of FDTD results with volume scattering only and with surface scattering only. (a) 3 GHz, (b) 5 GHz, (c) 7 GHz, and (d) 9 GHz.

Fig. 10. Comparison of FDTD with CRREL '94 measurements for bare ice. (a) 7 GHz and (b) 9 GHz.

V. CONCLUSION

A numerical model for electromagnetic scattering from sea ice was developed and validated. The model was used to predict the backscattered RCS from sea ice models with smooth and slightly rough surfaces. Although the computational intensity of a Monte Carlo simulation limited the number of realizations obtained and necessitated approximations in modeling of
the sea ice medium, comparison of FDTD results with analytical approximate theories in appropriate cases showed that predicted cross sections should be accurate to within approximately 3 dB. Studies of the relative effects of volume and surface scattering showed that both can contribute to observed cross sections, with volume scattering primarily observable with smooth surfaces at larger incidence angles. Comparisons of numerical results including both surface and volume scattering with a sum of surface-only and volume-only contributions showed separate consideration of these effects to be reasonably accurate for the medium parameters considered.

The 3-D numerical model presented provides an additional tool for further understanding of the sources of scattering in sea ice and could be applied in the development of inverse scattering models or to study volume and surface scattering from other geophysical media. Although the model remains computationally intensive, the ability to avoid electromagnetic approximations in the solution makes it a useful tool when medium parameters lie outside the range of analytical models.
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