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a b s t r a c t

In this paper, possible uses of systems composed of multiple CNT-based EM receivers
are introduced and their communication-theoretical analysis developed. Four possible
example applications that involve multiple CNTs are discussed and their system-level
design is emphasized. Then, a communication-theoretical analysis of the performance of a
generic system that involves multiple CNT-based RF receivers is introduced. The generic
receiver system in question is the underlying component of the example applications
and their system-level design. Furthermore, the analysis provides some insights into
fundamental questions such as communication rate and encoding of information in
nanoscale devices.

© 2010 Elsevier Ltd. All rights reserved.

1. Introduction

Nanoscale systems are envisioned for many crucial fu-
ture applications ranging from targetedmedicine and drug
delivery to high fidelity sensors [1,7–9,3]. Effectiveness and
application domains of nanoscale systems can increase by
leaps and bounds when such systems can interact with
each other through wireless communication. Miniaturiza-
tion of communications systems has been in the fore-
front of research and development efforts for decades.
Until very recently, communication system sizes and de-
sign alternatives were considered limited by the circuit,
battery, andmost importantly, antenna sizes. For instance,
the use of common operating frequencies of hundreds of
MHz to several GHz meant an antenna size in the order of
centimeters. Such limitations render the incorporation of
communication into nanoscale systems impossible. Elec-
tromagnetic communication in such scales is reserved
for the THz range, which has extremely high attenua-
tion through matter [13]. Therefore, traditional EM-based
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communication had very limited use in nanoscale devices
and systems. Instead, other paradigms were considered to
facilitate communication of nanoscale devices [1,15]. Most
notably,molecular communication [15] has been proposed
to exchange messages between nanoscale devices over
short distances through a diffusion process. For longer dis-
tances, more active modes of communication are consid-
ered such as through moving bacteria [10,4].

Recently, new EM-based radio receivers and transmit-
ters have been proposed using carbon nanotubes (CNTs)
[12,19]. These communication systems are fundamentally
different from traditional antenna-based systems: Rather
than relying on the oscillation of electrons inside the an-
tenna in response to EM waves, CNTs oscillate themselves
when they are charged. Oscillations lead to variation of
the distance of the tip of the CNT from a cathode plate.
The distance variations are then detected as fluctuations
of the emission current. CNT-based receiver systems have
been validated in implementation [12] and further ana-
lyzed in [6]. The ground-breaking property of CNT-based
communication systems is that it is possible to establish
communication in the hundreds of MHz range with sys-
tems that are hundreds of nm in size. Even more recently,
we have developed a communication-theoretical analysis
of CNT-based receiver systems [14]. Almost concurrently,
system and networking aspects of nanoscale devices with
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Fig. 1. Fabrication process [11].

CNT-based radios have been discussed in [2]. The promis-
ing nature of CNT-based communication (sub)systems is
also evident in this and other recent research activities.

Furthermore, recent advances in nanotube fabrication
have enabled commercial fabrication of arrays of CNTs
with good control of density, diameter and length of the
CNTs. One possible fabrication process is shown in Fig. 1. In
Step 1, a CNT array is fabricated on a substrate. A sacrificial
layer is then deposited, followed by evaporation of the
anode metal. The sacrificial layer is then removed using a
wet etch step, leading to a suspended anode field emitter
structure as shown. Other versions, such as a deposition
of a ‘‘grid’’ metal are also possible. The main challenge in
the fabrication process is maintaining the a short distance
between the CNT tip and anode terminal. This distance is
limited by the variance in length of the CNT and control of
the fabrication process.

In this paper, we aim to introduce possible uses of sys-
tems composed of multiple CNT-based EM receivers and
develop their communication-theoretical analysis.We dis-
cuss four possible example application areas that involve
multiple CNTs. In this part, we emphasize the applica-
tions and their system-level design. We then introduce a
communication-theoretical analysis of the performance of
a generic system that involves multiple CNT-based RF re-
ceivers. The generic receiver system in question is the un-
derlying component of the example applications and their
system-level design. Furthermore, the analysis provides
some insights to the questions set forth in [2], such as com-
munication rate and encoding of information. Finally, we
discuss possible open research problems and conclude this
paper.

2. Applications of CNT-based RF receiver systems

In this section, we discuss several systems that can be
built using CNT-based RF receiver systems. These applica-
tions leverage the frequency-selective tunneling response

of CNTs to accomplish tasks that are not realizable at such
small scales. At the heart of all these applications lies the
basic principle of CNT-based receivers: The field emission
current fluctuates as the CNT oscillates due to externally
received EM radiation. A CNT responds to carriers at a
certain frequency, which is referred to as the resonance
frequency of the CNT. The resonance frequency of a CNT de-
pends on its length, as well as other factors. Hence, using
CNTs of different lengths allows us to query the CNT for-
est for spatial and temporal changes. In what follows, four
possible applications are highlighted, namely deformation
measurements of nanoscale 2D surfaces, CNT length distri-
bution measurement, particle detectors, and nanoscale RF
receivers.

2.1. Nanoscale 2D deformation measurements

The basic structure of the proposed 2D flexing mea-
surements consists of a fixed cathode plate and an anode
plate on which CNTs of varying lengths are planted. The
anode plate is fixed in one corner, creating a cantilever type
surface, allowing for flexing of the anode along two dimen-
sions. As the anode flexes, the distance of the CNTs to cath-
odes change, as well. This clearly affects the field emission
current measured in the system.

Themain problemwith this basic system is that various
types of bends can lead to the same measurement of the
current. However, in our design, the CNTs are arranged
in increasing length along two dimensions as shown in
Fig. 2. EM bursts of matching resonance frequencies of CNT
lengths deployed are used to excite different groups of
CNTs of similar lengths. With every EM burst, it is possible
to observe the differential changes in the emission current
that can bemapped to the distance of CNTs that are excited
from the cathode. With the a priori knowledge of the
distribution of CNT lengths on the anode, one can map the
deformation of the cantilever surface in two dimensions.
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(a) Distribution of CNT lengths. (b) System overview.

Fig. 2. Nanoscale 2D deformation measurement setup.

2.2. CNT length distribution

CNTs are considered as ideal field emission devices,
especially for flat-panel displays. During the process of
growing the CNT forests, it is highly probable that CNTs
of various lengths would be deposited on the surface
of a substrate rather than CNTs with identical lengths.
Furthermore, the density of CNTs may vary on this 2D
space. This may lead to varying field emission intensity on
(potentially) large surfaces. While it is beyond the scope
of this article to comment on how uniformity in CNT
density and length can be achieved, we do provide ameans
to characterize such CNT forests. This knowledge can be
used to identify whether the manufactured field emission
device conforms to quality standards.

Using a constant voltage between the anode plate on
which the CNT forest resides and a small probe serving
as the cathode that moves close to the anode plate, it is
possible to measure the combined field emission effect
of the spatial density and length distributions of CNTs.
However, combining this basic setup with EM waves at
various carrier frequencies, we can probe the area under
the probe for the reaction of CNTs that respond to a certain
carrier frequency. An example system has been shown in
Fig. 3. Moving the tip of the probe across the entire surface
and, at each location tested, collecting current variations
as we scan a range of carrier frequencies, we can develop
amap of CNT lengths and their densities over a large surface
area.

2.3. Particle detector

It is also possible to use CNT-based RF receiver sys-
tems to detect the presence of micro-scale particles in
the environment. The main idea is to create a lattice of
CNTs grouped according to their lengths, where shorter
CNTs are placed more densely together and longer ones
more sparsely. Since the amplitude of CNT oscillations is
in the order of its length, such lengths also correspond
to their spacing. The idea is to place the particle detec-
tor behind a filter that allow only particles below a cer-
tain size through. When particles penetrate the filter and

Fig. 3. Spatial CNT length distribution measurement system.

lodge on the anode surface, they block the movement of
some CNTs and hence we can query each group of CNTs,
exciting them with EM carriers at appropriate frequencies
andobserving the response. An example system is depicted
in Fig. 4. In this example, the anode is seeded with CNTs
of three length groups that correspond to resonance fre-
quencies of f0,1, f0,2, and f0,3. The particles (depicted as
spheres) land on the surface of the anode, they block the
oscillations of shorter length CNTs with higher probabil-
ity. Since the spacing of longer CNTs is larger, as well, they
can reside between CNTs without adversely affecting their
oscillations. The detector works by scanning the appropri-
ate resonance frequencies and observing the changes in
the field emission current. A highly impeded response to
an EM wave of center frequency f0 suggests that the parti-
cles are greater than or equal to the spacing for the corre-
sponding group of CNTs. In the example of Fig. 4, frequency
responses to f0,1 and f0,2 are impeded since the particles
prevent them from freely oscillating. On the other hand, if
the response does not change significantly with respect to
particle-free operation, this suggest that particles are ei-
ther not present or smaller than the spacing for that group
of CNTs. In the same example, the particles are lodged be-
tween long CNTs with resonance frequency f0,3 and there-
fore do not affect the oscillations of the longest group of
CNTs. As such, the proposed detector does not only detect
the presence of particles, but also provides an estimate of
their sizes.
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Fig. 4. Particle detector.

Another version of a particle detector can be designed
whereby the objective is not only to detect the presence
of particles of certain sizes, but to actually locate them
on the sensor’s surface. To accomplish this, the basic
structure of Fig. 4 is modified such that the cathode plate is
partitioned into k sectors, each of which is connected to a
different detector. Without barring other possibilities, we
assume that a relatively uniform CNT length distribution
is assumed throughout the anode’s surface. Each sector
measures the current induced by n/k CNTs.When particles
of a certain size are present, the oscillations of CNTs in that
sector are obstructed, which is picked up by the dedicated
receiver mechanism.

2.4. Nanoscale RF receivers

A direct application of systems in question is their use
as RF receiver systems. In contrast to regular RF detection
methods, the mechanical oscillations of CNTs allow the
detection of EM radiation of low frequencies (in the order
of hundreds of MHz) at the nanoscale. At this scale,
traditional methods of RF detection occur in the THz range.
Themain advantage of such systems is immense capability
for miniaturization in the receiver’s design. Since the CNT-
based receivers readily ‘‘demodulate’’ transmissions, it is
also a low cost and low power system. The main challenge
in such systems is to overcome the requirement of high
SNR to achieve low error rates. The parallel use of multiple
CNTs with similar sizes allows us to tackle this dilemma
easily. In such systems, the main challenges are associated
not with the theoretically achievable performance limits,
but with the random distribution of CNT lengths. In the
following section, we will focus on nanoscale RF receivers
and present their systematic analysis.

3. Physical model

3.1. Basics of CNT response to EM radiation

Previous work on CNTs as electromechanical actuators
has shown that CNTs behave like cantilevers with high
elastic strength, and an elastic constant in the 100 GPa

range [16]. A longitudinal electric field applied on a CNT
induces a charge density at the tip of the CNT [11]. A an-
ode terminal placed above the CNT causes a charge to be
induced, and the magnitude of the charge is proportional
to the field applied. If an electric field is applied to this
perpendicular to the axial direction, the CNT also experi-
ences a bending force due to the charge at its tip. Under
electromagnetic excitation, the oscillating electric field
perpendicular to the CNT would exert an oscillating force
on it and cause it to move. If the frequency is chosen to be
near the resonance frequency of the CNT cantilever, then
electromagnetic energy couples most efficiently into the
CNT, and the CNT vibrates with a large amplitude at its
natural resonance frequency. Experimental work has con-
firmed thismodel for the coupling of electromagnetic radi-
ation into CNTs through direct observation of the nanotube
bending [16].

Wemake several simplifying assumptions in ourmodel
for the CNT antenna. Firstly, similar to [16,12], we assume
that the charge is localized at the tip. While the position
and magnitude of this charge affects the amplitude of
vibration, fundamental properties such as mass, length,
and diameter determine the resonance frequency and
quality factor (Q ) of the cantilever vibration. Therefore, for
small vibrations, the response curves of a CNT would be
independent of the charge on the tip, except for a constant
multiplier. Based on the aforementioned assumptions, a
simple theoretical model for electromagnetic excitation of
CNTs was provided by Jensen et al. [12]. There, the CNT
wasmodeled as a cantilever with a characteristic vibration
frequency, fc, given by

fc =
0.56
L2


YI
ρA

, (1)

where L and A re the length and area of the nanotube,
Y is the Young’s modulus, ρ is the density and I is the
real moment of inertia (I = π/4(r4o − r4i ) for a cylinder
with outer and inner radii of ro and ri respectively). The
amplitude of vibration of such a cantilever is

y =
qErad/meff

4π2


(f 2 − f 2c )2 + (ffc/Q )2
, (2)
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where Erad is the amplitude of the radiant electric field,meff
is the mass of the cantilever, fc is the resonant oscillation
frequency, and Q denotes the value of the Q -factor of the
cantilever vibrations.

Fowler–Nordheim quantum mechanical tunneling has
been shown [5] to be the basis for field emitters based on
CNTs. The concentration of the electric field at the tip of the
CNT leads to a very high field intensity, and enhances the
field-assisted tunneling of electrons from the tip of the CNT
to the anode. As the CNT oscillates, the distance between
the tip of the CNT and the anode varies. The tunneling
current varies exponentially with the distance between
the tip and the anode, given by the Fowler–Nordheim
equation:

I = c1A(γ Eext)2e
−

c2
γ Eext , (3)

where c1 and c2 are constants that depend on the geometry
of the device, A is the area from which the CNT emits
electrons, Eext is the external applied electric field, and
γ is a ‘‘field enhancement factor’’ that depends linearly
on the distance between the tip and the anode. The
combination of field-assisted tunneling (used commonly in
vacuum emitters) with the electromechanical bending of
CNTs enables amplification of the electromechanical effect,
much like any other three-terminal electron device such
as a bipolar junction transistor or a field effect transistor.
Since the tunneling current depends exponentially on the
inverse of the distance, small deviations of the CNT due
to bending can lead to large changes in the tunneling
current. Typically, the amplitude, y, of the vibrations is
small compared to the length L of the CNT. Thus, as detailed
in [12,14], the second order term in the Taylor series
expansion of I (given in (3)) is the dominant term and the
amplitude of fluctuations in the current (observed signal)
is proportional to |y|2. This leads to a square-law behavior
for the observed signal, with respect to the incident radiant
electric field strength.

Note that, the described electromechanical interaction
behaves like the base (BJT) or gate (FET) for a transistor and
changes the output tunneling current exponentially. This
is the basis for gain in the device. An important point of
difference fromanormal amplifier is that in this device, the
input is already matched to provide maximum gain at the
natural resonance frequency. The circuit equivalent of this
would be a transistor with a narrow band-pass filter with
high Q . The responsivity of the CNTs to incoming radiation
increaseswith the applied field between the anode and the
CNT cathode since the amount of charge induced at the tip,
as well as the tunneling current increase.

Further assumptions we make in our physical model of
CNTs are the following. First, the distance between the CNT
tip and anode terminal differs from one CNT to another
due to the variations in the length L of the CNT caused by
the imperfections of the fabrication process. Consequently,
we model center frequency fc, which is a function of L
as a random variable. Another issue that is important for
arrays of CNTs is the non-uniformity of the transverse
electromagnetic field. Since the CNT arrays are high aspect
ratio (height/width) structures, electromagnetic fields
would be scattered, and the transverse electromagnetic
field intensity may have variations (both of amplitude and

phase) within an array due to scattering. This effect is not
taken into account in our model; accurate determination
would require a three-dimensional calculation of the
electromagnetic properties of the system. However, we
note that for the relatively long wavelengths of interest
(∼10 cm) and the small size of the arrays (∼100 µm), the
variation in electric field intensity will be rather small.

3.2. Nanoreceiver model

With the aforementioned assumptions, our nanore-
ceiver is a generalization of the architecture we proposed
in [14], where each node contained a single antenna. The
abstract model for our multiantenna nanoreceiver is given
in Fig. 5. The basic components of the front end include n
nanoantennas and n associated square-law devices. Here,
hr,j(t) is the impulse response of the linear filter that cap-
tures the input–output behavior of the jth nanoantenna,
where the input Yi,j(t) is the incoming electromagnetic
field and the output Yo,j(t) is the amplitude of the asso-
ciated vibrations. Based on the physical model given in the
previous section, the frequency response of the jth nanoan-
tenna can be found to be:

Hr,j(f ) =
|Yo,j(f )|
Erad(f )

=
q/meff

4π2


(f 2 − f 2c,j)2 + (ffc,j/Q )2
, (4)

where fc,j is the resonance frequency of the jth nanoan-
tenna. We assume the length of each nanoantenna (and
hence its associated resonance frequency) to be random.
We model this randomness using a normal distribution,1
i.e., fc,j ∼ N (f0, σ 2

f0
), independently of fc,j′ for all j′ ≠ j.

Here, f0 is the mean center frequency and σ 2
f0

represents
the variability of the center frequency due to the variabil-
ity in the antenna length. We assume that
σf0 ≪ f0 (5)
and therefore the gains of the filters at their respective
resonance frequencies are approximately identical, i.e.,

Hr,j(fc,j) ≈
q/meff

4π2f 20 /Q
, Hres, (6)

for all j ∈ {1, . . . , n}. Since the response of each antenna
j is symmetric with respect to its resonance frequency
fc,j, the 3-dB bandwidth, B, of Hr,j(f ) can be found by
solving Hr,j(fc,j)/

√
2 = Hr,j(fc,j + B). With the additional

assumption that
B ≪ f0, (7)

one can find B ≈
f0
2Q for all the antennas. Note that, As-

sumptions (5) and (7) are highly accurate for typical val-
ues of Q (i.e., between 100 and 1000) and f0 (i.e., between
10 and 500 MHz). Finally, we use the square-law device at
each branch due to the fact that the observed current, Ir,j(t)
is proportional to the square2of the amplitude of the vibra-
tions of the nanotube.

The signal is corrupted by additive white Gaussian
noise (AWGN) at two levels: The acoustic noise, Wa,j(t), is

1 The subsequent analysis can also be generalized to arbitrary
distributions of fc,j .
2 Note that the detected current is proportional to the square of1γ (t),

which in turn is proportional to the amplitude |Yo,j(t)|.
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Fig. 5. System model of our nanoreceiver.

the mechanical component that affects the amplitude of
the vibrations Yo,j(t), whereas the thermal noise, WT (t) is
added to the total detected current. We denote the two
sided power spectral densities of the acoustic noise and the
thermal noise with Na/2 and NT/2 respectively.

For a nanoreceiver to be feasible, low complexity is one
of the main constraints. At the nanoscale, even slightly
complex components become infeasible. Hence, to achieve
node activation, we use the same simple energy detector
as in [14], as shown in Fig. 5. Since the signal

∑n
j=1 Ir,j(t) is

the current at the output of the front-end of the receiver,
the integrator can be realized by a mere capacitor. The
integrator is followed by the sampler, sampling the output
of the integrator once every T seconds, whichwe refer to as
the activation period. We assume that the activation period
is much longer than the reciprocal of the 3-dB bandwidth
of the antenna response. Hence, we have:

1
T

≪ B. (8)

We shall verify this assumption later, in Section 4. Finally,
each sample Ys[k] is compared with a pair of predeter-
mined thresholds τ1 and τ2 (aswill be explained in the next
section) and the node becomes active depending on these
comparisons.

The combination of the square-law devices at each
branch and the integrator acts as a demodulator for each
waveform Yo,j(t) separately. However, note that, Yo,j(t)
also includes the noise component Wa,j(t), filtered by the
antenna response hr,j(t). Since we do not have any front-
end filter to remove the out-of-band noise components,
the performance of the system degrades. This is the price
paid to avoid realizing the filter. Notice that, in our energy
detector, the only components we used are a capacitor, a
sampler and a series of comparators.

4. Node activation with multiple antennas

In this section, we present a communication theoretic
analysis of our receiver, given in Fig. 5. In particular, we
will provide tradeoffs among number of antennas, signal
to noise ratio, probability of error and the time required
for activation.3 Note that the analyses in this section are

3 A generalization of node activation to more complex digital
communication is discussed throughout the section where appropriate.

generalizations of the single antenna analyses of [14]. For
completeness, we repeat the basics here.

To activate a node, we assume that the activator uses
pure sinusoids of duration T . Since the size of the cathode,
on which all CNTs lie is much smaller than the typical
wavelengths (RF range), we assume no phase difference
among the input signals observed at different antennas.
Consequently, at the input of each nanoantenna j, we have
Yi,j(t) = Yi(t) = a cos(2π f0t + φ), where φ is the random
phase. It is the most energy-efficient way of activating a
node to choose the frequency of the sinusoid, identical to
the mean resonance frequency f0 of the nanoantennas. We
also address the issue of mismatch between the frequency
of the carrier and the mean resonance frequency of the
antennas later on. The signal at the output of antenna j is:

Yo,j(t) =

a cos(2π f0t + φ)|Hr,j(f0)| + W̃a,j(t),
activation attempt

W̃a,j(t), otherwise,
(9)

where Hr,j(f ) is the frequency response of the jth nanoan-
tenna and the acoustic white Gaussian noise, filtered by
the antenna response is denoted by W̃a,j(t), which is also a
Gaussian process. Hence, the pre-thermal noise portion of
the current at the output of the jth branch of the front-end
of the receiver can be written as

Ir,j(t) =


a2|Hr,j(f0)|2 cos2(2π f0t + φ) + 2a|Hr,j(f0)|

× cos(2π f0t + φ)W̃a,j(t) + W̃ 2
a,j(t),

activation attempt
W̃ 2

a,j(t), otherwise.

(10)

The energy detector integrates
∑n

j=1(Ir,j(t)) + WT (t) over
the past T seconds and a sampler samples the output of the
integrator every T seconds.We initially disregard the issue
of timing and carrier frequency mismatch between the ac-
tivator and the nanoreceiver in the following analysis, but
study carrier frequency mismatch later on. The impact of
these imperfections was addressed in [14] in depth, where
the (single) antenna resonance frequency is a determinis-
tic constant. Here Hr,j(f0) is a random variable, which is a
function of the random resonance frequency fc,j of the each
antenna.

One can realize that there are three components of
Ir,j(t) under the activation attempt, as given in Eq. (10).
The first one is the signal component, the second one is the
signal–noise cross component, which is a Gaussian process,
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and the last one is the noise–noise cross component, which
has Chi-squared samples. Next we analyze the contribu-
tion of each component as well as the thermal noise to the
detected sample Ys[1] under an activation attempt in the
first activation period k = 1:
(1) Signal component: Given an activation attempt in the
scheduling period k = 1, the signal component of Ys[1]
can be written as:

Y (s)
s [1] =

n−
j=1

∫ T

0
a2|Hr,j(f0)|2 cos2(2π f0t + φ) dt

=
1
2
Ta2

n−
j=1

|Hr,j(f0)|2. (11)

Note that phase recovery comes for free due to the square-
law device over each branch, and hence our nanoreceiver
avoids the associated complex circuitry for that task.

One can observe that,

|Hr,j(f0)|2

H2
res

≈
f 40 /Q 2

f 40 /Q 2 + 4f 20 (fc,j − f0)2

=
1

1 + (fc,j − f0)2/B2
, (12)

where (12) follows from (6), (5) and that B ≈
f0
2Q . Defining

a2eff , a2
1

H2
res

n−
j=1

|Hr,j(f0)|2, (13)

we can rewrite the signal component as:

Y (s)
s [1] =

1
2
Ta2effH

2
res. (14)

Note that, if σ 2
f0

≪ B, then [1 + (fc,j − f0)2/B2
]
−1

≈

1 − (fc,j − f0)2/B2 with high probability. In that case, a2eff
will have an nth order Chi-squared distribution. Also, for a
large number of CNTs, i.e., n ≫ 1,

a2eff
n

=
a2

H2
res

·
1
n

n−
j=1

|Hr,j(f0)|2 ≈
a2

H2
res

· E

|Hr,1(f0)|2


=

E

a2eff


n
(15)

with highprobability from the strong lawof large numbers,
where the expectation is over the joint distribution of
fc,1, . . . , fc,n.
(2) Signal–noise cross component: Given an activation
attempt in scheduling period k = 1, the signal–noise cross
component can be written as:

Y (s−n)
s [1] =

n−
j=1

∫ T

0
2a|Hr,j(f0)| cos(2π f0t + φ)

× W̃a,j(t) dt. (16)

Since W̃a,j(t) is a Gaussian process, Y (s−n)
s [1] is a condi-

tionally Gaussian random variable, given fc,1, . . . , fc,n with

mean E

Y (s−n)
s [1]


= 0. The conditional variance can be

found as:

var

Y (s−n)
s [1] | fc,1, . . . , fc,n


= E


n−

j=1

∫ T

0

∫ T

0
4a2|Hr,j(f0)|2 cos(2π f0t + φ)

× cos(2π f0τ + φ)W̃a,j(t)W̃a,j(τ ) dt dτ



= 4a2
n−

j=1

|Hr,j(f0)|2
∫ T

0

∫ T

0

1
2
[cos(2π f0(t + τ) + 2φ)

+ cos(2π f0(t − τ))]KW̃a,j
(t − τ) dt dτ , (17)

where KW̃a,j
(·) is the autocovariance function of the filtered

noise process W̃a,j(t) over the jth branch. The associated
power spectral density can be written as SW̃a,j

(f ) =

Na
2 |Hr,j(f )|2. Here, let us define Ĥr,j(f ) such that

|Hr,j(f )|2 = |Hr,j(fc,j)|2

Ĥr,j


f − fc,j

B



+ Ĥr,j


f + fc,j

B


, (18)

where B = f0/2Q is the 3-dB bandwidth of Hr,j(f ).
Thus, Ĥr,j(f ) is the baseband representation of a sidelobe
(sidelobes are symmetric) of |Hr,j(f )|2, normalized to
have a unit gain at DC frequency and a unit 3-dB
bandwidth. Hence, the time-domain response of |Hr,j(f )|2

is 2 cos(2π fc,jt)Bĥr,j(Bt)|Hr,j(fc,j)|2, where ĥr,j(t) is the
inverse Fourier transform of Ĥr,j(f ). Consequently, the
autocovariance function of the W̃a,j can be written as

KW̃a,j
(t) = NaBH2

res cos(2π fc,jt)ĥr,j(Bt), (19)

where Hres was introduced in (6). One can realize that the
variance of white noise, filtered by the antenna response
is σ 2

W̃a,j
= NaBH2

res, where BH2
res can be viewed as the

‘‘energy’’ of the filter response. With this, we can evaluate
the variance of the signal–noise cross component as:

var

Y (s−n)
s [1] | fc,1, . . . , fc,n


= 2a2Na

n−
j=1

|Hr,j(f0)|2H2
res

×

∫ T

0

∫ T

0
[cos(2π f0(t − τ)) cos(2π fc,j(t − τ))

+ cos(2π fc,j(t − τ)) cos(2π f0(t + τ))]

× Bĥr,j(B(t − τ)) dt dτ

= 2a2Na

n−
j=1

|Hr,j(f0)|2H2
res

∫ T

0

∫ T

0

1
2
[cos(2π

× (fc,j + f0)(t − τ)) + cos(2π(fc,j − f0)(t − τ))]

× Bĥr,j(B(t − τ)) dt dτ +

∫ T

0

∫ T

0

1
2
[cos(2π

× ((fc,j + f0)t + (f0 − fc,j)τ )) + cos(2π((fc,j − f0)t
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− (f0 + fc,j)τ ))]Bĥr,j(B(t − τ)) dt dτ


(20)

≈ a2Na

n−
j=1

|Hr,j(f0)|2H2
res

∫ T

0

∫ T

0
Bĥr,j(B(t − τ))

× cos(2π(fc,j − f0)(t − τ)) dt dτ (21)

≈ a2Na

n−
j=1

|Hr,j(f0)|2H2
res

×

∫ T

0

∫ T

0
Bĥr,j(B(t − τ)) dt dτ (22)

≈ Ta2effNaH4
res, (23)

where (21) follows since, (1) f0 ≫ B and the high-
frequency cosine terms have many cycles within the span
of ĥr,j(B(t−τ)); (2) the integrals of the cosines are inversely
proportional to the frequencies and the high frequency
cosines become negligible with respect to the integral of
the cosine term at frequency fc,j − f0. Also, (22) follows
when fc,j − f0 ≪ B for all j with high probability and the
cosine term is almost constant at 1 for the span of (t, τ ) ∈

(0, T )2 values that ĥr,j(B(t − τ)) is non-zero.4 Finally, (23)
follows since 1/B ≪ T and thus ĥr,j(B(t − τ)) is identical
to 0 for almost all pairs of (t, τ ) ∈ [0, T ]

2 except for those
that are very close to each other. Since the area under ĥr,j(t)
is 1, Bĥr,j(B(t − τ)) acts as a unit impulse function δ(t − τ).

As a result, given fc,1, . . . , fc,n, Y
(s−n)
s [1] ∼ N (0, Ta2eff

NaH4
res). Note that, the strategy of increasing the transmit

signal power, a2/2, in order to reduce the time T to
activate a node generally fails due to the signal–noise cross
component, since the noise level is also amplified by the
signal amplitude a.
(3) Noise–noise cross component: Regardless of whether
there is an activation attempt in scheduling period k = 1,
the noise–noise cross component will be observed at the
output of the antenna. The contribution of the noise–noise
cross component on the sample Ys[1] can be found as:

Y (n–n)
s [1] =

∫ T

0
W̃ 2

a,j(t) dt. (24)

The noise–noise cross component has a non-zero mean:
E

Y (n–n)
s [1] | fc,1, . . . , fc,n


= T

∑n
j=1 σ 2

W̃a,j
= TNaBnH2

res.

To find the variance, we note that W̃ 2
a,j has a power spectral

density with a 3-dB bandwidth identical to 2B. Since
1/2B ≪ T , for any pair (t, τ ) ∈ (0, T )2, KW̃2

a,j
(t − τ) is

very close to 0, unless t ≈ τ . Due to the large bandwidth,
we write KW̃2

a,j
(t − τ) ≈ σ 2

W̃2
a,j

δ(t − τ). Consequently,

var

Y (n–n)
s [1] | fc,1, . . . , fc,n


=

n−
j=1

∫ T

0

∫ T

0
KW̃2

a,j
(t − τ) dt dτ

4 Note that, in the other extreme, if the antenna has a very highQ -factor
and fc,j − f0 ≫ Bwith high probability, the value of the integral decreases
by a factor B(fc,j − f0)−1 .

≈

n−
j=1

∫ T

0

∫ T

0
σ 2
W̃2

a,j
δ(t − τ) dt dτ

=

n−
j=1

∫ T

0

∫ T

0
2σ 2

W̃a,j
δ(t − τ) dt dτ (25)

= 2TB2N2
a nH

4
res. (26)

One cannot disregard the noise–noise cross component,
since it can potentially be large due to the lack of a front-
end filter.5
(4) Thermal noise: The contribution of thermal noise in the
sample Ys[1] can be found as:

Y (T)
s [1] =

∫ T

0
WT (t) dt. (27)

Clearly, E

Y (T)
s [1]


= 0 and var


Y (T)
s [1]


= T NT

2 .
With the above observations, we can write the follow-

ing conditional distributions for Ys[1], using a Gaussian
approximation for the noise–noise cross component:
Given an activation attempt and fc,1, . . . , fc,n,

Ys[1] ∼ N

 TH2
res(a

2
eff/2 + nNaB)  

µp

,

T
[
NaH4

res(a
2
eff + 2nB2Na) +

NT

2

]
  

σ 2
p

 ;

given no activation attempt and fc,1, . . . , fc,n,

Ys[1] ∼ N

TnH2
resNaB  
µn

, Tn

2B2N2

aH
4
res +

NT

2


  

σ 2
n

 .

In the subsequent analysis, we deal with the probability
of two events: unsuccessful activation attempt and false
activation. In the former, the activator attempts to activate
a node, but the node remains inactive, whereas in the
latter, the node goes active without an activation signal.
We define the optimal detector [17,18] as the one that
minimizes the probability of unsuccessful activation attempt,
pua, subject to a given probability of false activation, pfa.
Since the signal–noise cross component is 0 without the
activation signal, the total noise variance differs with and
without the activation attempt as shown in Fig. 6. Thus,
the optimal detector involves comparisons with multiple
thresholds. We also define pa as the prior probability
for an activation attempt in any given activation period
and probability of error as the total probability of an
undesirable event: pe = papua + (1 − pa)pfa.

5 Note that the nanoantenna acts as a front-end filter to some extent.
However, the bandwidth of the antenna response is fairly wide (depends
on the Q factor) and it lets a significant amount of noise through.
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Fig. 6. The pdf of the detected signal under activation attempt and no
activation attempt.

We will evaluate the performance in terms of the
following parameters. Signal to acoustic noise ratio,
SNRa , a2

2NaB
and effective signal to acoustic noise ratio

SNReff ,
E

a2eff


2nNaB

, where the expectation is over the joint
distribution of fc,1, . . . , fc,n. In Fig. 7, we illustrate the ratio
SNReff/SNRa for a single antenna, i.e., n = 1 as a function
of the variance of the resonance frequency, normalized
with respect to B2, i.e., σ 2

f0
/B2. One can observe that SNReff

decays quickly with the resonance frequency variance.
Indeed, if σf0 =

√
2B, then SNReff decays by half to SNRa/2

from SNRa.
Inwhat follows, we illustrate the detector performance,

and our main focus will be on the cases with moderate
to large numbers of CNTs, i.e., n ≫ 1. Consequently, our
system will be acoustic noise dominant and the impact of
the thermal noise becomes negligible. Furthermore, since
for n ≫ 1 we have a2eff/n ≈ E


a2eff

/n with high

probability as given in (15), we can simplify our detection
model as:
Given an activation attempt,

Ys[1] − µn

σn
∼ N


Tn
2
SNReff, 1 +

SNReff

B


;

given no activation attempt,

Ys[1] − µn

σn
∼ N (0, 1).

Note that, here we neglect TNT/2 in σ 2
n , since n ≫ 1 and

hence assume that the acoustic noise is the dominant noise
source.

One can find that the maximum a posteriori decision
rule activates the node if Ys[1] > τ

(MAP)
1 or Ys[1] < τ

(MAP)
2 ,

where the thresholds τ
(MAP)
1 and τ

(MAP)
2 satisfy Eqs. (28) and

(29) as given in Box I.
The minimum error probability (pe associated with the

maximum a posteriori detector) p(MAP)
e = pap

(MAP)
ua + (1 −

pa)p
(MAP)
fa , where

p(MAP)
ua = Φ


τ

(MAP)
1 − µp

σp


− Φ


τ

(MAP)
2 − µp

σp


, (30)

p(MAP)
fa = Φ


τ

(MAP)
2 − µn

σn


+ 1 − Φ


τ

(MAP)
1 − µn

σn


.

(31)

One can find evaluate (τ
(MAP)
i − µp)/σp for i = 1, 2 using

(τ
(MAP)
i − µn)/σn as given in Eqs. (28) and (29) (which are

given in Box I) as follows:

τ
(MAP)
i − µp

σp
=


τ

(MAP)
i − µn

σn
−


nT
2

SNReff



×


1 +

SNReff

B

−1

. (32)

Fig. 8 illustrates the performance of the nanoreceiver
with multiple antennas. To obtain these curves, we chose
the parameters of the system as f0 = 15 MHz, Q = 500
(i.e., B = 15 kHz), pa = 10−3, and σ 2

f0
/B2

= 0.1. In Fig. 8(a),
we illustrate the probability of error as a function of the
number of antennas for various values of SNRa for T = 1 s.
Similarly, in Fig. 8(b), we illustrate the probability of error
as a function of SNRa for various values of n for T = 1 s.
Firstly, one can observe a phase transition phenomenon in
the detection performance of our system. For a given SNRa,
there is a threshold for the number of antennas below

Fig. 7. SNReff/SNRa vs. σ 2
f0
/B2 .
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Fig. 8. System performance and various tradeoffs are illustrated for our nanoreceiver.

which the detection error probability is high and above
which the detection probability is negligibly small. For

instance, if SNRa = 10 dB, proper activation is not possible
in T = 1 s unless the number of CNTs n > 20. On the other
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τ
(MAP)
1 − µn

σn
=


nT
2

B

−1 +

1 +
SNReff

B


1 +

2
TSNReff


1

SNReff
+

1
B


log


1
pa

− 1
2 

1 +
SNReff

B

 , (28)

τ
(MAP)
2 − µn

σn
=


nT
2

B

−1 −

1 +
SNReff

B


1 +

2
TSNReff


1

SNReff
+

1
B


log


1
pa

− 1
2 

1 +
SNReff

B

 (29)

Box I.

hand, if n > 20, the probability of activation error is below
10−15. Examining Fig. 8(b), one can observe that a factor
of 10 increase in the number of antennas is necessary for
every ∼ 3.5 dB decrease in SNRa at a given probability of
error.

In Fig. 8(c),we illustrate the receiver operating character-
istics (ROC); i.e., minimum pua achievable by our nanore-
ceiver for a given pfa à la Neyman–Pearson criterion [17]
for various values of the number of antennas for a fixed
T = 0.1 s and SNRa = 0 dB. To plot these curves, we used
the pair of thresholds τ

(NP)
1 and τ

(NP)
2 , and calculated the

associated values of pua and pfa, based on the decision rule,
‘‘activate node if Ys[1] > τ1 or Ys[1] < τ2’’ and remain
inactive otherwise. The Neyman–Pearson thresholds τ

(NP)
1

and τ
(NP)
2 turn out to be identical to τ

(MAP)
1 as in (28) and

τ
(MAP)
2 as in (29) respectively, evaluated as the value of pa
is varied in [0, 1]. Note that, this does not imply that the
values of pua and pfa depend on the probability of activa-
tion at all. Here, pa is merely a parameter that gives us the
Neyman–Pearson thresholds to find theminimum pua sub-
ject to a given pfa. The ROC is sketched by plotting (30)
vs. (31) as the thresholds are varied using pa as described
above.

Fig. 8(c) shows that our nanoreceiver is highly reliable.
With n = 3000 and an SNRa as low as 0 dB, one can
achieve a pua = 10−7 at a pfa = 10−9. Note that, at this pfa
and T pair, even over amonth of continuous operation, the
probability of false activation of our node remains below
10−2. Evenwith such a conservative selection, it is possible
to achieve a probability of unsuccessful activation as low as
10−7 during the entire operation.

We just illustrated that, even with our simple nanore-
ceiver, the activation of a node with very low probability
of error is possible with reasonably short activation sig-
nals and at values of overall signal to noise ratio as low
as 3 dB, which can be further reduced by 3 dB, every time
the number of antennas is doubled. Moreover, our nanore-
ceiver is reliable: it can be designed to operate overmonths
without a false activation event and at the same time to
achieve fairly low probabilities of unsuccessful activation,
even with activation periods of as low as a few seconds.
Lastly, the receiver performance is independent of the ran-
dom phase, φ, of the carrier signal (due to the square-law
device). Hence, our nanoreceiver avoids the complex cir-
cuitry for phase recovery.
Example: Suppose, our nanoreceiver is used as a particle
detector, as described in Section 2.3. The detector has
n CNTs in a

√
n ×

√
n square region. We divide the

detector into sectors, so that the entire region has
√
k ×

√
k sectors, each of which contains n/k CNTs. Each sector

has a separate nanoreceiver of its own and is capable
of detecting a particle, independently from other sectors.
However, since there is only one nanodetector per sector,
only the presence or absence of one or more particles can
be detected. Clearly, there is an error–resolution tradeoff:
as the sector size increases, the probability of detection
error decreases within each sector due to the increased
number of antennas in that sector, whereas the position
accuracy and the number of particles that can be detected
can only be achieved at a resolution, inversely proportional
to the sector size.

We illustrate this tradeoff in Fig. 9. The parameters of
the system are chosen to be f0 = 15 MHz, Q = 500 (i.e.,
B = 15 kHz), pa = 10−3, and σ 2

f0
/B2

= 0.1, and SNRa =

13 dB. The left ordinate shows the probability of error
and the right ordinate shows the size of a sector, which
is inversely proportional to the resolution. Clearly, a more
accurate and sharper detection constraint requires smaller
sector sizes, which come at cost of higher probabilities of
detection error.

Finally, we note that carrier frequency mismatch is an
important factor that affects the system’s performance. In
the above analyses, we assumed that the carrier frequency
is identical to the mean resonance frequency of the
nanoantennas, i.e., f0. In practice, it may be difficult to
perfectly estimate this value, and hence, there may be a
mismatch between the carrier frequency and the mean
resonance frequency. Suppose the carrier frequency is f0 +

1f0, where 1f0 is the amount of mismatch.
In Fig. 10, we plot the ratio SNReff/SNRa for a single-

antenna receiver, as a function of 1f0/B, the mismatch
normalized with respect to the bandwidth of the antenna
response for various values of σ 2

f0
/B2. There are two

things notable in this figure. First, one can observe a
sharp decrease in the effective SNRwith increased amount
of mismatch. Secondly, the sensitivity of SNReff with
respect to frequency mismatch is smaller, if σ 2

f0
is higher.

Furthermore, as 1f0 gets larger, SNReff can even be greater
for larger values of σ 2

f0
, compared to the smaller values.

This extraordinary behavior can be explained as follows.
If σ 2

f0
is low, all resonance frequencies will be very close to

f0 with high probability. Thus, if the frequency mismatch
is high, all the antennas will uniformly have a very low
signal component. However, higher values of σ 2

f0
lead to

a larger spread of resonance frequencies and there is a
higher probability that some of the antennas align with
the carrier frequency. This kind of ‘‘hedging’’ improves
the performance considerably andmakes the systemmore
robust with respect to carrier frequency fluctuations.
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Fig. 9. Probability of error and resolution are illustrated vs. the number of antennas.

Fig. 10. SNReff/SNRa as a function of 1f0/B.

These results illustrate the feasibility of individual node
activation in real environments using simple and realiz-
able, and yet reliable nanoreceivers with multiple nanoan-
tennas. However, the performance is highly sensitive with
respect to the nanoantenna parameters and possible im-
perfections due to frequency and timing mismatches.

Wewould like to finalize this section by noting that one
can achievemultiple tasks per node bywaiting formultiple
activation periods and interpreting sequences of pulses.
Taking this idea one step further, we can actually use the
nanoreceiver for digital data communication. Indeed, the
reciprocal, 1/T , of the activation period of the system can
be viewed as the data rate of the communication system at
the associated probability, pe, of error. For instance, a rate
of 1 bit/sec is achievable at a pe < 10−10 at a signal to noise
ratio of 6 dB using a nanoreceiver with 10,000 CNTs. Data
communication enables the possibility of more complex
tasks for each node.

5. Conclusions

In this paper, we introduced several system-level
design possibilities based on CNT-based RF receivers.

Moreover, we provided a communication-theoretical anal-
ysis of the basic building block of such systems involving
multiple CNT-based RF receivers. Our analysis has revealed
that, while the performance of individual CNT-based re-
ceivers is limited, such limitations can easily be overcome
through the use of multiple CNTs in the same receiver sys-
tem. We showed that using multiple CNT antennas led to
an almost proportional increase in the performance. Given
that one can grow thousands of CNT antennas on the same
substrate, in the long run, multi-CNT-based rf receivers
have the potential to replace classical rf receivers in wire-
less communications. Similarly, these properties are ex-
pected to lend previously unimaginable communication
capabilities to nanoscale devices and systems.

Admittedly, this line of research is still in its infancy
and much remains to be done. As an immediate first step,
we aim to validate our theoretical findings through real-
life implementations. Moreover, any nanoscale system is
composed of several components that interact very closely.
Interactions of nanoscale components in the same design
need further scrutiny. Reliability of communication is also
another point that we will investigate further.
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