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Abstract— An efficient implementation of the two-scale model
of sea surface thermal emission and atmospheric reflection is
described. The model is applied in a study of the reflection of
downwelling atmospheric radiation; results show that reflected
downwelling radiation can increase azimuthal variations of total
observed brightnesses.

Index Terms— Microwave Radiometry, Sea Remote Sensing,
Rough Surface Scattering

I. INTRODUCTION

DATA from the WindSAT mission [1] is providing the
first large archive of polarimetric sea brightness data.

Physical models of this dataset are of interest in wind vector
retrieval applications, as well as for improving understanding
of the emission physics involved. The two-scale model is an
approximate theory of sea emission that has been applied in
several studies ([2]-[11]) to analyze measured data, primarily
from ground-based or aircraft missions prior to the WindSAT
launch. Although other approximate theories are available
for comparing with data [12]-[16], previous studies have yet
to demonstrate any conclusive advantages over or general
inaccuracies in the two-scale theory. Numerical methods for
computing rough surface thermal emission [17]-[18] remain
too computationally expensive to be practical for general use
at present. For this reason, use of the two-scale model for
comparison with the WindSAT dataset remains highly relevant.

As described in [3], the two-scale model is based on a
separation of the sea-surface into “long” and “short” wave
regions, with the choice of the separation point a free pa-
rameter. Sea-surface waves in the “long” region contribute to
the long wave slope variance of the surface; the short waves
are then tilted over the distribution of these long waves. The
tilting process modifies the local incidence angles as well as
the polarization basis for a specific “facet” containing short
waves. Although this is a somewhat heuristic approximation
of emission physics, other models yield similar predictions for
“long” and “short” wave effects.

In order to model WindSAT measured data, atmospheric
effects must be considered in addition to direct surface
emission alone; the important contributions include the up-
welling atmospheric brightness, atmospheric attenuation, and
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reflection of the downwelling atmospheric brightness off the
sea surface. Foam on the sea surface can also make significant
contributions to observed brightnesses. The basic parameters
of the model are then the sensor observation angles, the
sensor frequency, a description of foam coverage and foam
brightnesses, and a description of the atmospheric attenuation
and down- and upwelling brightnesses. Additional implicit
parameters of the model include the short wave sea spectrum
functional form, the long wave slope probability density func-
tion, the model used for the sea water relative permittivity ε,
and any model for long-short wave hydrodynamic modulation
effects. It is typical to utilize functional forms for these
quantities that reduce the relevant environmental parameters
to six: the sea surface temperature (TS), the sea water salinity
(S), the wind speed (W ), the azimuthal angle between the
sensor look direction and the wind direction (φw), and the
atmospheric columnar integrated water vapor (V ) and cloud
liquid water (L). Such an approach will be utilized in the
results to be shown in Section IV.

Once the necessary parameters are specified, evaluation
of the two-scale model requires the computation of a four-
dimensional integral. Because the WindSAT dataset includes
observations in a wide variety of environments, repeated
computations are necessary in order to perform model and
measurement comparisons. The efficiency of the two-scale
model implementation then becomes critical. Although a pre-
vious work [7] has discussed an efficient two-scale model
implementation, no discussion of atmospheric effects was
included.

In this paper, an efficient two-scale model implementation
for both direct surface emission and reflected atmospheric
effects is described. The formulation is based on a tabling
approach for the “weighting functions” in the formulation,
eliminating repeated computations as model parameters are
varied. An expansion in surface permittivity is also utilized in
order to minimize the size of the required tables. Section II
describes the basic formulation of the model for direct surface
emission, while computation of the atmospheric reflected term
is discussed in Section III. The model is then applied in
Section IV in a study of sea brightnesses, and illustrates
that atmospheric reflection can increase brightness azimuthal
variations, rather than decrease them as is typically expected.
Conclusions and a discussion of implications for the WindSAT
mission are then provided in Section V.
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II. DIRECT SURFACE EMISSION: FORMULATION

A. Large scale integration

As presented in [3], the two-scale model states that surface-
only (i.e. neglecting the atmosphere) emitted brightness tem-
peratures observed by a radiometer at polar observation angle
θ can be written as

TB =

∫

∞

−∞

dSy

∫

cot θ

−∞

dSxIsl (1 − Sx tan θ) P (Sx, Sy) (1)

Here the vector notation indicates a 4 × 1 column vector
containing brightnesses in the four modified Stokes’ quantities:
horizontal (Th) and vertical (Tv) linear polarizations and
the correlation channels UB and VB , respectively. Using a
modification of the coordinate system of [3], the radiometer
look direction is fixed along the negative x axis; variations in
wind direction will later be accounted for by rotating surface
properties with respect to these coordinates. The integration
is over long wave slopes in the along- and cross-radiometer
look directions, while the function P (Sx, Sy) is the long
wave slope probability density function in these coordinates.
The limitation on the along-look slope to cot θ accounts for
geometric shadowing effects, and the term in the parenthesis
inside the integration accounts for variations in projected facet
area along the radiometer look direction. The above integration
implements the long wave tilting process.

Emission from the tilted facets is described by Isl in equa-
tion (1). Because received emission in a global (i.e. sensor)
polarization basis is of interest, the quantity Isl must be
evaluated in the global basis in the slope integration. However
the local facet emission is most conveniently calculated in
local coordinates. A rotation matrix R can be defined to
convert the local into the global polarization basis. The needed
quantity can then be written as

Isl = R ·
(

FrT sf + (1 − Fr)T ss

)

(2)

when facet emission from both foam and small scale roughness
effects are included. Here Fr is the fractional area of the facet
covered by sea foam, T sf is the thermal emission from a
completely foam covered facet, and T ss is the emission from
a facet with small scale roughness but no foam coverage.
This approximation neglects any interaction effects between
foam and surface emission; such effects have been studied
using a radiative transfer model [9]. However attempting to
include these contributions increases the complexity of the
model and is not considered further here. It is assumed that
the foam fraction Fr and foam emission T sf are specified,
although uncertainty in these terms remains [3], [19]. The
foam coverage Fr can be allowed to be a function of the
slopes Sx and Sy if an azimuthally asymmetric distribution of
foam is desired, although again knowledge of such variations
is incomplete at present.

The rotation matrix R and coordinate transformation be-
tween the global and local bases are defined in Appendix A
of [3]. The transformation provides knowledge of the local
polar (θl) and azimuthal (φl) angles at which the emission
from a specific facet is observed. In the current formulation,

the rotation is performed in terms of radiometer look coor-
dinate slopes (Sx, Sy). This choice allows a more efficient
means of computing multiple azimuth angle observations to
be developed, as will be described in the next paragraphs. The
local angles (θl, φl) are thus defined relative to the radiometer
look coordinates, and are independent of any wind direction
influence. Note that although the polar angle θl is uniquely
defined, the definition of the local azimuthal angle φl depends
upon choice of the local coordinate horizontal axes. Once this
choice is specified, the final rotational transformation depends
only on the radiometer global observation angles (θ, φ) and
the long wave slopes (Sx, Sy).

B. Short scale emission

Following [14], emission from the small scale roughness at
local observation angles (θl, φl) can be written as

T ss = TS

















1 − |Γh(θl, ε)|
2

1 − |Γv(θl, ε)|
2

0
0









−

∫ ku

kl

dk̃ρk̃ρ

∫

2π

0

dφ̃ g(k̃ρ, φ̃, θl, ε) W (k̃ρ, φ̃ + φl)

)

(3)

= TS

(

Ego + ∆Ess

)

(4)

in the local polarization basis. Here Γh and Γv are the hori-
zontally and vertically polarized Fresnel reflection coefficients,
W is the spectrum of the small scale roughness, and g is
the second order “weighting function” from the small slope
(or small perturbation method) theory, as defined in [14].
The quantities kl and ku represent the lower- and upper-
cutoff wavenumbers of the short wave region considered. The
quantity Ego is defined as the flat-facet emissivity, while the
∆Ess is the emissivity perturbation caused by small scale
roughness.

Because the local azimuthal angle is accounted for in equa-
tion (3) by rotating the short wave spectrum, the weighting
function here is evaluated at azimuth angle zero degrees. The
short wave spectrum used is identical to that in the global
coordinate system under this rotation; in effect the spectrum
is rotated along with the facet in this process. However, the
rotation transformation used in [3] attempts to minimize the
change introduced in the azimuthal angle by defining the local
x direction to have components in only the global x−z plane.
Although this choice is somewhat arbitrary, differences with
other possible rotations should be small, as effects on the
resulting local azimuth angles are on the order of the slope
squared.

The term ∆Ess can be rewritten by introducing the curva-
ture spectrum

C(k̃ρ, φ̃) = k̃4

ρW (k̃ρ, φ̃) (5)

as well as the transformation

k̃ρ = 2π/10l (6)

l = log
10

(

2π/k̃ρ

)

(7)
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dl = −dk̃ρ

1

k̃ρ ln 10
(8)

lb = log
10

2π

ku

(9)

le = log
10

2π

kl

(10)

The constant 2π values in the above equations are assumed to
have the same units as k̃ρ. This transformation is convenient
due to the large range of length scales present in the sea
surface. The modified expression is then

∆Ess =

∫ le

lb

dl
ln 10

k̃2
ρ

∫

2π

0

dφ̃ g(k̃ρ, φ̃, θl, ε)

C(k̃ρ, φ̃ + φl) (11)

Analysis of the weighting function g shows it to have the form

g(k̃ρ, φ̃, θl, ε) =









1
1

sin φ̃

sin φ̃









g̃(k̃ρ, cos φ̃, θl, ε)
T (12)

where the superscript T indicates the transpose operator. It
is widely accepted that the short wave sea spectrum can
be modeled as containing only zeroth and second cosine
harmonics in azimuth:

C(k̃ρ, φ̃) = C0(k̃ρ) + cos(2
(

φ̃ + φw

)

)C2(k̃ρ) (13)

The influence of the wind direction is here included by rotating
the cosine term above by φw, the relative azimuthal angle
between the global radiometer look direction and the wind
direction. Here φw = 0 is defined so that the wind blows
toward the radiometer. Substituting these relationships into
equation (11) and simplifying yields

∆Ess = −2

∫ le

lb

dl
ln 10

k̃2
ρ









C0(k̃ρ)

∫ π

0

dφ̃









1
1
0
0









g̃(k̃ρ, cos φ̃, θl, ε)
T +

cos (2(φl + φw)) C2(k̃ρ)

∫ π

0

dφ̃ cos 2φ̃









1
1
0
0









g̃(k̃ρ, cos φ̃, θl, ε)
T +

− sin (2(φl + φw)) C2(k̃ρ)

∫ π

0

dφ̃ sin 2φ̃









0
0

sin φ̃

sin φ̃









g̃(k̃ρ, cos φ̃, θl, ε)
T









(14)

=

∫ le

lb

dl C0(k̃ρ)M0(k̃ρ, θl, ε) +

cos (2(φl + φw))









1
1
0
0









∫ le

lb

dl C2(k̃ρ)M2c(k̃ρ, θl, ε)
T +

sin (2(φl + φw))









0
0
1
1









∫ le

lb

dl C2(k̃ρ)M2s(k̃ρ, θl, ε)
T

(15)

The M quantities involve the integrations over φ̃ in equation
(14), and depend only on the dummy wavenumber k̃ρ, the
local polar observation angle θl, and the surface permittivity
ε. It is therefore possible to create a table of these quantities
for a set of parameters to avoid repeated computations as the
surface spectrum (i.e. windspeed) is varied. A tabling code
was developed to perform this process, and stored the M
functions for θl values from 0 to 88 degrees in 2 degree
steps. Results from the table were linearly interpolated in
θl to obtain predictions for general local polar angles. The
tabling code also utilized 1000 points in l between lb and
le values corresponding to kl = k0/10 and ku = 10k0,
where k0 is the electromagnetic wavenumber. The integration
over φ̃ was performed using a simple pulse-rule with 1024
points; this large number of points was chosen to ensure that
any “critical phenomenon” type behaviors [14] were resolved
in the calculations. Tests performed showed these choices to
provide accurate computations for the cases considered here,
although a smaller number of points in both l and φ̃ would
likely retain sufficient accuracy as well.

It is also desireable to remove the permittivity dependence
from the tabled values, so that the table computations need not
be repeated when the sea surface temperature or salinity are
modified. This was performed by expanding the g̃ weighting
functions in a second-order, two-dimensional Taylor series
in the real and imaginary parts of the relative permittivity.
Derivatives in this expansion were also integrated over azimuth
and stored in the table. The expansion point in the process
was chosen to correspond to the sea water permittivity at a
particular (TS , S) value. The choice TS = 290 K, S = 34
psu was found to yield high accuracy for a wide range of
TS values when using the second order expansion. It is also
possible to incorporate Taylor series expansions about two
separate (TS , S) bias points in the table, so that accuracy can
be enhanced for a wider range of TS values.

C. Final algorithm

The final code then consists of a “table-making” routine
that generates tables of the φ̃ integrated, Taylor expanded
quantities, and a “calculation” code that reads in the tables and
computes two-scale predictions of brightness temperatures.
The calculation code implements the

TB = TS

∫

∞

−∞

dSy

∫

cot θ

−∞

dSx (1 − Sx tan θ)

P (Sx, Sy, φw)R ·
(

Ego + ∆Ess

)

(16)
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equation; foam effects are ignored above for simplicity. This
can be separated into a geometrical-optics term

TB,go = TS

∫

∞

−∞

dSy

∫

cot θ

−∞

dSx (1 − Sx tan θ)

P (Sx, Sy, φw)R · Ego (17)

and a tilted-small scale roughness term

∆TB,ss = TS

∫

∞

−∞

dSy

∫

cot θ

−∞

dSx (1 − Sx tan θ)

P (Sx, Sy, φw)h(Sx, φw)R · ∆Ess (18)

The geometrical optics term is not expensive to evaluate,
and so is computed without additional approximation for the
exact permittivity desired. The tilted small scale term remains
more expensive even with the tabling procedure due to the
integration over l. However note that relative wind direction
effects are outside the integration in equation (15); this enables
more efficient computations when multiple wind directions
are considered simultaneously in the large scale roughness
integration.

Because the large scale slope probability density function
(pdf) is typically modeled as Gaussian or near-Gaussian, it is
convenient to utilize a Gauss-Hermite quadrature in perform-
ing the large scale slope integration. Wind direction effects
are accounted for by rotating the slope pdf from the along-
and cross- wind coordinates to the along- and cross- look
coordinates. This results in a wind direction dependent term
within the large scale integration but outside the integration
over l. The hydrodynamic modulation term h(Sx, φw) of [3]
has also been introduced in equation (18), but is also outside
the integration over l. In the results to be illustrated in Section
IV, relative wind direction angles of 0, 15, ..., 180 degrees were
utilized simultaneously in the slope integration, along with 32
by 32 points in the Gauss-Hermite quadrature.

Using this approach, the table making code needs to be run
only once for a given radiometer frequency. The calculation
code can then compute two-scale model predictions for other
parameter choices, including wind speed and direction, short
wave spectral model, long wave slope PDF model, hydrody-
namic modulation model, sea surface temperature, sea salinity,
or radiometer observation angle.

III. REFLECTED ATMOSPHERIC BRIGHTNESS:
FORMULATION

A. General equations

The reflection of downwelling atmospheric emission is
another contribution to the WindSAT observed brightnesses
that must be modeled in order to capture wind direction effects
accurately [5],[20]. Neglecting foam effects, the reflected
downwelling atmospheric emission can be written as

TR = TR,go + ∆TR,ss (19)

with

TR,go =

∫

∞

−∞

dSy

∫

cot θ

−∞

dSx (1 − Sx tan θ)

P (Sx, Sy, φw)TDN (θ′)R · Rgo (20)

and

∆TR,ss =

∫

∞

−∞

dSy

∫

cot θ

−∞

dSx (1 − Sx tan θ)

P (Sx, Sy, φw)h(Sx, φw)R · ∆Rss (21)

Here Rgo includes the Fresnel reflection terms only in equation
(3), and TDN (θ′) is the downwelling atmospheric brightness
at angle θ′, defined by

k0 cos θ′ = −ẑ ·
(

k − 2n̂
(

n̂ · k
))

(22)

with the radiometer location vector k and surface normal
n̂ as defined in [3]. The geometrical optics term remains
inexpensive to compute.

The tilted small scale roughness term now involves

∆Rss =

∫ ku

kl

dk̃ρk̃ρ

∫

2π

0

dφ̃ W (k̃ρ, φ̃ + φl)
{

grc(k̃ρ, φ̃, θl, ε) TDN (θ′)

+ gri(k̃ρ, φ̃, θl, ε) TDN (θ̃)
}

(23)

Here the coherent grc and incoherent gic terms are separated
in the weighting functions of [14], because the coherent term
applies to the sky brightness at the specular angle θ′, while the
incoherent term couples sky brightnesses at angle θ̃, defined
by

k′

x = kxl + k̃ρ cos φ̃ (24)

k′

y = kyl + k̃ρ sin φ̃ (25)

kz′ = −
√

k2

0
− k′2

x − k′2
y (26)

K = R
−1

· k
′

(27)

Kρ =
√

K2
x + K2

y (28)

k0 sin θ̃ = Kρ (29)

The above equations involve kl, the radiometer location vector
in the local coordinates, k

′

, the propagation direction of the
downwelling atmospheric brightness in the local coordinates,
and K, the projection of this vector into the global coordinate
system.

Unlike the case of surface-only emission, where all needed
quantities were tilted along with the surface facet, the atmo-
spheric brightness is not tilted with the facet, but remains
specified in the global coordinate system. This results in a
slope term inside the short wave spectrum integrations that is
not easily decoupled. An alternative approach is required in
order to develop an efficient algorithm.

B. Tabling in slope

An efficient algorithm can be developed if a fixed radiome-
ter polar observation angle θ is assumed. In this case, a table
of azimuthally integrated weighting functions can be generated
for a set of long wave slopes Sx and Sy as opposed to a set of
local polar incidence angles. For specified long wave slopes,
the rotational transformation is fixed, and the computation of
θ̃ is known in terms of φ̃. If the atmospheric downwelling
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brightness is specified, a table can be constructed to eliminate
repeated computations as surface parameters are varied.

The form of the integration for the coherent and incoherent
terms remains similar to that in equation (14), but the incoher-
ent term includes the azimuthally varying sky brightness. For
this reason, some of the azimuthal symmetries in the direct
surface emission case are not applicable. First, because φl

is constant when considering fixed slopes, the φl rotation on
the weighting function in equation (14) is not performed, i.e.
the weighting functions are evaluated at azimuthal angle φl

instead of 0 degrees, and the spectrum is not rotated by φl.
The azimuthal integrations remain from 0 to 2π, and the terms
inside the brackets in equation (14) are replaced by









1
1

sin(φ̃ − φl)

sin(φ̃ − φl)









(30)

for both integrations, now multiplying cosine and sine varia-
tions in φw. Although this apparently results in the possibility
of sine harmonics in the linearly polarized channels as well as
cosine harmonics in the correlation channels, the final terms
remain zero due to cancellation as the local azimuth angle
is varied. Note variations with wind direction still remain
outside the integrations over length scale, so that multiple wind
directions can be considered efficiently.

After these modifications, tabulated functions similar to the
M functions in equation (15) can be defined; it is advantageous
to tabulate the the coherent and incoherent terms separately
due to their separate dependencies on the sky brightness.
A Taylor series expansion in permittivity is again utilized,
although truncation of the expansion to first order only was
found sufficiently accurate for reflected brightness computa-
tions.

The table in slopes was generated using 11 by 11 points
from S = −0.8 to S = 0.8; these limits represent (one-
dimensional) tilt angles up to 38.6 degrees so that a wide
range of tilt variations is included. Weighting functions were
set to zero for tilt angles outside this range. An odd number of
points in the table was chosen to ensure that the untilted case
was included as a point in the tabling process. Tests comparing
results with those not utilizing the table showed agreement to
within less than 0.1 K over a realistic range of windspeeds.
Interpolation in the table is performed using a second order
interpolation in two dimensions based on 9 points in the table
surrounding the point of interest. The final interpolation is
performed first in permittivity, then in slope.

C. Modeling the downwelling atmospheric brightness

The above description enables an efficient code to be devel-
oped, again in terms of a “tabling” code and a “calculating”
code, but in this case it is required that the radiometer polar
observation angle be fixed when generating the tables. It is
also required that the downwelling atmospheric brightness be
known when computing the integrations over φ̃. Although the
downwelling brightness in general is a complicated function of
polar angle, it is common practice to model the atmosphere in

terms of an equivalent one-layer, planar medium. The resulting
downwelling brightness is then

TDN (θ) = Tair

(

1 − e−α sec θ
)

(31)

where Tair is the effective physical temperature of the one
layer medium and α is the effective zenith attenuation in
Nepers. The two parameter nature of this function is attractive,
as well as the fact that one of the parameters (Tair) is a simple
multiplicative term that is easily factored out.

When computing the reflection of downwelling brightness
in the two-scale model, modeling the downwelling variations
with polar angle accurately is important because all down-
welling angles are scattered into the radiometer observation
direction. It is well known that the one-layer model is generally
applicable for polar angles less than approximately 80 degrees,
while at larger polar angles, spherical Earth effects must be
included and the simple form of equation (31) is not retained.
To investigate these issues, a test of reflected atmospheric
brightnesses was performed using planar and spherical Earth
downwelling brightness models. Spherical Earth predictions
were computed using a spherical-Earth radiative transfer code
[21] for a fairly attenuative atmosphere resulting in a down-
welling brightness at 55 degrees of approximately 150 K.
Equation (31) was fit to the numerically computed spherical
Earth brightness, using polar angles 0 to 80 degrees in the
fitting process. The results were in agreement to within 0.34
K for this range of angles using an effective air temperature of
274 K and zenith attenuation 0.46 Nepers, but differences up
to 17.5 K were obtained at larger angles. However, two-scale
model computations of reflected brightnesses for a range of
wind speeds were in agreement to within 0.1 K. These results,
though from a single test only, suggest that the planar one layer
model may be sufficient for most applications.

Because the one-layer model has only a single parameter,
it is possible to include variations with α in the tabling
process so that multiple atmospheric downwelling profiles can
be considered without repeated tabling computations. This is
performed simply by computing multiple tables in slope for
a set of α values. Because the relative amplitude of α can
vary significantly with atmospheric conditions, the set of alpha
values was generated linearly in log

10
α, with values ranging

from −2.4 (α = 0.004) to −0.2 (α = 0.631). A second-order
interpolation was performed in α using three table points sur-
rounding the point of interest; this interpolation was performed
prior to both the permittivity and slope interpolations discussed
previously.

D. Slope integration

The final calculation code now performs the integrations
over (Sx, Sy) and l, as in the direct surface emission case.
However, the slope integration in this case is complicated by
abrupt discontinuities as the specular angle θ′ crosses 90 de-
grees, beyond which the atmospheric brightness is zero. These
discontinuities make Gauss-Hermite quadrature inappropriate,
and instead a Gauss-Legendre quadrature was adopted. Even
with this modification, treatment of the transition region
around θ′ ≈ 90 degrees still requires special care.
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To address this problem, the slope integration was first
transformed to polar coordinates (Sρ, φs). It can be shown that
θ′ ≈ 90 degrees does not occur for Sρ < sec θ − tan θ = S1;
a Gauss-Legendre quadrature using 9 points was then utilized
from Sρ = 0 to this boundary, along with a simple pulse inte-
gration in azimuth using 16 points. A second Gauss-Legendre
quadrature was utilized for Sρ = S1 to 4 times the rms slopes
of the slope PDF; in this region a modified azimuthal pulse
integration was used in which portions of the integration within
approximately 45 degrees of the transition point θ′ = 90
degrees were sampled at a 4 times finer rate than that of the
previous azimuthal integration. Results showed this method to
provide reasonable accuracy at resolving the transition region
in the reflected downwelling brightness computation.

IV. RESULTS

Although results from two-scale model computations of
direct surface emission have been reported previously [1]-[10],
the reflected downwelling atmospheric brightness has been
examined in a smaller number of studies [5],[20]. The current
formulation allows this term to be computed efficiently for a
wide variety of surface and atmospheric conditions.

The results presented in this section were computed using
the Durden-Vesecky model of the sea spectrum [22], but with
an amplitude of a0 = 0.0049 as opposed to the a0 = 0.008
typically used in previous emission studies. In addition, the
hydrodynamic modulation term h(Sx, φw) was defined in
terms of the upwind slopes as in [3] but modified to take
on minimum and maximum values of 0 and 2, respectively, as
opposed to the 0.5 to 1.5 range of [3]. The cutoff wavenumber
was chosen as k0/2.2, and a Gaussian model of the long wave
slope pdf was utilized. Foam effects were neglected, as well as
the influence of the downwelling cosmic background bright-
ness, although both of these effects can be easily included after
computations are completed if the foam fraction is assumed
independent of slope; see [23] for means for including the
cosmic background term. The “modified Stogryn” model of the
sea permittivity is used [24], with a fixed sea water salinity of
34 psu. Choice of these parameters is described in [11]. Up-
and downwelling atmospheric brightnesses and atmospheric
attenuation were parametrized in terms of the V , L, and TS

quantities following the approach described in [23], along with
an assumed cloud temperature of 280 K. The WindSAT 18.7
GHz channel is studied, with computations performed at the
nominal incidence angle of 55.8 degrees.

Figure 1 plots azimuthal variations in all four polarimetric
channels for windspeed W = U5 = 10 m/s, TS = 300
K, and downwelling atmospheric parameters (Tair = 286.6
K, α = 0.076). These correspond to an integrated water
vapor content of V = 48 mm and L = 0 mm. Results at
surface level are plotted for both the surface only case and
the case including the reflected downwelling brightness. Here
average values of 82.3 K and 176.2 K are removed from the
horizontal and vertical surface only cases, with corresponding
average values of 114.1 and 192.2 K removed when the
atmosphere is included. Results show the azimuthal variations
to be slightly impacted by the presence of this moderately
attenuating atmosphere, particularly in the U brightness.
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Fig. 1. Azimuthal variations of total brightnesses at surface level: 18.7 GHz,
TS = 300 K, V = 48 mm, L = 0 mm, Wind speed 10 m/sec
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Fig. 2. Zeroth azimuthal harmonics of surface level brightnesses, versus
wind speed: 18.7 GHz, TS = 300 K, V = 48 mm, L = 0 mm.

The total atmospheric brightnesses obtained are still well
fit by the standard cosine (for linear channels) and sine (for
correlation channels) expansions in the relative azimuth angle.
Figures 2 through 4 illustrate the obtained azimuthal zeroth,
first, and second harmonics with and without the reflected
atmosphere, again at surface level. Mean values of the curves
(83.5 K horizontal, 176.5 K vertical, no atmosphere, 114.9
K horizontal, 192.3 K vertical, with atmosphere) are again
removed from the zeroth harmonics so that the dependence
on wind speed can be seen more easily. The atmosphere is
seen to influence the windspeed dependence of all harmonics,
and to have the capability of enhancing surface-only azimuthal
harmonic coefficient amplitudes.

A. An approximation for the reflected brightness

A simple approximation that is used to model the reflected
downwelling term assumes that the atmospheric brightness can
be modeled as a constant

TDN (θ′) = TDN (θ) (32)
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Fig. 3. Same as Figure 2, but for first azimuthal harmonics
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Fig. 4. Same as Figure 2, but for second azimuthal harmonics

where θ is the radiometer polar observation angle. In this case,
the reflected brightness computation becomes almost identical
to the direct surface emission computation, since TDN no
longer varies with angle. The approximate reflected brightness
simplifies to

TR,a = TDN (θ)
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(33)

It is apparent that under this approximation the reflected
atmosphere term can only reduce amplitudes of the surface-
only azimuthal harmonic variations, due to the opposing
relationship with T B . A multiplicative correction to this ap-
proximation involving a term defined as Ω is proposed in [23].
An empirical process was used to determine the form of Ω in
[23] for horizontal and vertical polarizations only; the form
determined did not involve any variations with azimuth. Here
a similar form is utilized, but for all polarimetric brightnesses
and including azimuthal variations.

To simplify azimuthal variation effects, Ω is now defined in
terms of the azimuthal harmonic coefficients of the approxi-

mate reflected and direct surface emitted brightnesses, through

TR,i ≈ TR,a,i

(

1 + Ωi
T
)

(34)

where the subscript i = 0, 1, or 2 indicates the azimuthal har-
monic coefficient of the term considered. The above equation
provides a definition of the ith azimuthal harmonic coefficient
of Ω. Due to the cancellation of the effective air temperature
of the downwelling brightness, Tair, only α is required to
describe the atmospheric state in computing Ω. However,
Ω remains a function of all remaining model parameters,
including the sea surface spectrum model utilized.

Figure 5 illustrates plots of Ω0 versus windspeed for TS =
295 K and for α = 0.022 and α = 0.148. The smooth curves
obtained versus windspeed are qualitatively similar to the
empirical forms in [23]. Note that horizontal polarization has
a larger correction than vertical, due to the stronger reflection
of atmospheric brightness in this polarization, and that the
magnitude of Ω0 decreases as the atmosphere becomes more
dense.

Figure 6 plots Ω1 values versus windspeed in all polari-
metric channels. Here large negative values are observed in
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Fig. 5. Ω0 versus wind speed: 18.7 GHz, TS = 295 K
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Fig. 6. Ω1 versus wind speed: 18.7 GHz, TS = 295 K

all cases except the fourth Stokes parameter. These negative
values indicate that the reflected downwelling brightness is
increasing, rather than decreasing, total azimuthal first har-
monic variations. Again the amplitudes of Ω are observed to
decrease for the denser atmosphere. The non-smooth behavior
observed in the curves at higher windspeeds is likely due to
computational errors; the size of these errors is not significant
when utilizing Ω in a final brightness computation.

Second azimuthal harmonics of Ω are illustrated in Figure
7. Both large positive and negative values are observed, indi-
cating the reflected atmospheric brightness can either decrease
or increase total second harmonic variations depending on the
polarization considered. Note the second harmonic of vertical
polarization is of particular interest due to the typically small
values obtained in this channel from direct surface emission
only near the nominal polar observation angle of 55.8 degrees.

V. CONCLUSIONS

The model proposed in this paper can be utilized in studies
of sea surface emission for numerous future radiometer mis-
sions. The approach described provides efficient computations
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Fig. 7. Ω2 versus wind speed: 18.7 GHz, TS = 295 K

by tabling repeated calculations, and by utilizing Taylor series
expansions when appropriate. A study utilizing this algorithm
in a comparison with WindSAT data is currently in progress.
Further studies of the number of points and interpolation
schemes utilized could likely improve computational efficiency
beyond that of the current implementation.

A study of reflected downwelling brightness performed
with this code showed that this term can make appreciable
contributions to measured brightnesses. It was also shown
that the reflected downwelling brightness can either decrease
or increase measured azimuthal variations depending on the
properties of the sea and atmosphere. Because it is highly
desirable to remove atmospheric influence when performing
sea wind vector retrievals, these results show that careful
consideration will be required in order to develop an effective
atmospheric cancellation method. The results for Ω provided
could be used to develop such a method, however the results
shown were computed only for a specific model of the sea
surface that has yet to be validated versus measured data.
Efforts to improve the code will continue in order to provide
a validated description of the Ω term.
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