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Abstract—A numerical study of 14-GHz backscattering from I. INTRODUCTION

ocean-like surfaces, described by a Pierson—Moskowitz spectrum, .
is presented. Surfaces rough in one and two dimensions are ATTERING from the ocean surface has been of interest

investigated, with Monte Carlo simulations performed efficiently kince the development and application of radar in maritime
through the use of the canonical-grid expansion in an iterative €nvironments in the 1940’s [1]. Theories for the prediction
method of moments. Backscattering cross sections are illustrated of ocean backscatter have been developed primarily through
for perfectly conducting surfaces at angles from 0 to 60 from  application of the standard physical optics (or “Kirchhoff Ap-
normal incidence, and the efficiency of the numerical model en- hroach”) [2] or small perturbation method (SPM) [3] analytical
ables the composite surface theory to be studied in the microwave approaches to scattering from a randomly rough surface, with

frequency range for realistic one-dimensional (1-D) surface pro- S . 9 :
files at low wind speeds (3 m/s). Variations with surface spectrum a combination of these two techniques resulting in the widely-

low-frequency cutoff (ranging over spatial lengths from 21.9 to uUsed composite surface (or “two scale”) model [4]-{6] of
4.29 cm) are investigated to obtain an assessment of compositéocean backscatter. Additional analytical theories for rough
surface model accuracy. The 1-D surface results show an increasesurface scattering have been developed recently [7]-[13], but
in hh backscatter returns as surface low-frequency content is have yet to obtain the popularity of the composite model.
increased for incidence angles larger than 30 while vv returns — The composite surface model is based on the observation that
remain relatively constant, all as predicted by the composite the ocean surface contains many spatial scales, ranging from

surface model. Similar results are obtained for surfaces rough in | . h h | h
two dimensions, although the increased computational complexity '0Ng gravity type ocean waves that can have wavelengths

allows maximum surface sizes of only 1.37 m to be considered.0f hundreds of meters to short capillary type ocean waves
In addition, cross-polarized cross sections are studied in the which can have wavelengths in the millimeter range. The
two-dimensional (2-D) surface case and again found to increase composite surface model states that scattering from such a
as surface low-frequency content is increased. For both 1-D gyrface can be calculated by dividing the surface spectrum
and ZID surfaces, bakasca“e””g crass Seﬁt'ons W'th'h” 200f into & “long” wavelength portion, for which the physical optics
normal incidence are found to be well matched by both Monte (PO) or geometrical optics (GO) approximation is applied, and

Carlo and analytical physical optics (PO) methods for all low- . > . . .
frequency cutoffs considered, and a comparison of analytical @ “Short” wavelength portion, for which the SPM method is

PO and geometrical optics (GO) results indicates an appropriate utsed. S_PM predictions however are averaged over th? _S|0pe

choice of the cutoff wavenumber in the composite surface model distribution of the long waves to model the long wave tilting

to insure an accurate slope variance for use in GO predictions. effect on the short wave portion of the spectrum.

This choice of cutoff wavenumber is then applied in the composite  Athough the composite surface model has been successful

surface theory for more realistic ocean spectra and compared . duci litati ith ilabl

with available experimental data. in_producing a qualtgtlve agreeme_nt wit mo;t available
ocean scattering data, its basis remains a heuristic one, as the
division of the ocean surface into a “small” and “long” scale
remains an unclear process. While some requirements can be

made based on the limitations of the underlying approximate
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Numerical models have been applied extensively in the pgsbcess. The spectrum chosen for the ocean surface is a
to the rough surface scattering problem, primarily using Rierson—Moskowitz spectrum, as in [21]
surface integral based method of moments since discretization
; ; N o Bg?
is required only along the surface profile instead of through- U(k,¢) = — ex [_ <%)} (1)
out all of space [14]-[30]. However, the rapid increase in dmk kU

moment method computational complexity with number of . ;

L o : . Where ¥ represents the ocean spectrum amplitudenih k&

unknowns has limited the majority of previous numerical . . .

. . . .~ “Tepresents the spatial wavenumber of the ocean in radians per

studies to relatively short surfaces rough in one direction. :

only. Such simulations have previously been applied to assgggme’d) represents the azimuthal angle of the 2-D spectrum,
Y- P y bp S 0.008, 3 = 0.74,andg = 9.81m/$, and U is the wind

the composite surface theory [18]-{24] primarily in the HF; eed in meters per second at a height of 19.5 m. Surface

: . : S
frequency range, but the small surface sizes involved in tern% . : X i )
ectra used in the numerical simulations however will be set

) . S
of an electromagnetic wavelength prevent a realistic rangehé}zero outside of wavenumbets; < k < kg, SO that the

%cigf:)r\llvlscgt?r E?czlIeenscfrorr;nbzlns\]N Ir?ecrllejdee\?e?mr#elzttaerr]eso;aslg '(?Cé?nects of changing surface spectral content can be investi-
9 y ge, . %ated. Note that the Pierson—Moskowitz spectrum does not
features can span many electromagnetic wavelengths. N a

LT : n rf nsion eff r recently pr improv
grazing incidence backscattering from largs0)\) ocean- Clude surface tension effects or recently proposed improved

7 L . models for the capillary wave portion of the spectrum [33], but
like 1-D surfaces at 10 GHz was studied in [25] with the merical and analytical model results will still be compared

. . . R
“beam simulation method,” but all ocean scales were again L# . . .
gain r}?j exactly the same surfaces, allowing meaningful conclusions

included simultaneously in an exact simulation. No numeric be drawn regarding composite model accuracy. Expressions
assessment for ocean-like surfaces rough in two directions tﬁgrs

yet been obtained due to the computational intensity of nume,
Cf"" S|mglat|0ns for two-dlmen§|onal (2_.D) surfaces. Numerlquf\ [21], with % defined to range over both positive and negative
simulations of electromagnetic scattering from 2-D ocean-lik Slues, and again are truncated outsidégf< |k| < kg

surfaces have been performed using the approximate operatqy, : . . . .
expansion technique [31], [32], but the method is limited tg(}\lumerlcally predicted backscattering cross sections will be

surfaces with small slopes ompared with those of physical optics (PO) (both. analyt.i—
Recently, a mare efficieﬁt version of the method of m cally and Monte Carlo_ ensemble averaged), geomet_rlcal optics
ments for ’rough surface scattering problems which allo $0), small perturbation theory (SPM), and composite surfa_ce
. . . . eory, all for exactly the same truncated Pierson—Moskowitz
exact simulations for large one-dimensional (1-D) and 2-

§ has b developed th h f ical ctrum as used in the numerical simulations. Comparison of
surtaces has been developed through use of a canonical QuiG,:e carlo PO results with their analytically evaluated coun-
expansion in an iterative method of moments [27]-[30]. Tr} rp

. Lo ; . arts will provide a useful tool for assessing the influence
method is ‘?‘ppl'Ed in this paper in a Monte Carlo StUdy_Offinite surface size and finite number of realizations these on
backscattering from Iarge 1-D and Z'D_ perfectly cgnductl onte Carlo predictions, as demonstrated in [17]. Expressions
ra_ndom .surfaces, descr!bed as Gaussmm stochastic PIOCERTEP b surface analytical theories are available from [16] and
with a Pierson—Moskowitz spectrum as in [21]. Compariso

are made with predictions of the SPM, both analyticall 51]’ with 2-D PO [13], GO [13], SPM [34], and composite

luated and Monte Carlo simulati f PO dicti urface [6] formulations available from the literature as well.
cevaluated an onte t-arlo simufations o prediction omposite surface model references from the literature [36]
and predictions of the composite surface model. In particular

e i backscattered i ith ; | %uggest choice of the cutoff wavenumber as approximatély
varations ih backscattered Cross sections with sur ac? OWf]erek is the electromagnetic wavenumber, corresponding to
frequency content are investigated to determine the “lon

N three-wavelength spatial scale cutoff. Numerical simulations
wave spectral portion’s influence on overall surface Crog

. Detailed : £ 1h i d Rwe also been performed for small 1-D surfaces [20] which
sections. Detalled comparisons ot the composite and NUMEf; e that backscattering errors can be minimized for a
ical models allow an appropriate choice of the composi

) F%nge of incidence angles by choosifig ask /2. Appropriate
model “cutoff’” wavenumber to be determined for further us%é;oices fork, which provide minimum error when compared

surface height and slope variances can be found in [21].
urface spectra for 1-D surfaces are givendy|¥(|k|,0) as

This choice S then applied with the composne'model' a8 numerical simulations performed will be considered in the
a more realistic ocean spectrum to compare with avallaq lowing sections

backscattering experimental data from the literature.

The next section provides an overview of the ocean surface
models to be applied in this paper and a brief review of Ill. NUMERICAL MODEL FOR OCEAN SCATTERING
approximate theories for ocean scattering. A brief descriptioninclusion of all ocean scales in a numerical simulation
of the numerical scattering model is given in Section lllat microwave frequencies is very difficult, given the small
and numerical results for 1-D and 2-D surfaces are presentgdctromagnetic wavelength and the computational costs asso-
in Sections IV and V, respectively. Section VI considers theiated with large surface scattering problems. For example, a
composite surface model for more realistic ocean spectra. 3-m/s wind speed produces a Pierson—-Moskowitz spectral peak
at a spatial scale of 8.2 m, 883\ at 14 GHz. Since a method
of moments code will require sampling at approximately eight

Surfaces to be used in the Monte Carlo simulation ammints per electromagnetic wavelength, a total of 3065 points
modeled as realizations of a zero-mean Gaussian stochaatirequired simply to resolve this scale for 1-D surfaces. Even

Il. OCEAN SURFACE AND APPROXIMATE MODELS
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larger surface sizes are required to allow use of a “tapered"The numerical model applied models the ocean surface
beam incident field to eliminate surface edge effects whibs being perfectly conducting. Sea water actually is a fairly
still illuminating a reasonably sized portion of the surfacénigh loss medium, with a dielectric constant of approximately
A surface size of1024X\ (21.9 m) at 14 GHz was thus(39.7,40.2) atK,, band [37] which increases with decreasing
chosen for the 1-D simulations, resulting in 8192 points iftequency primarily due to ionic conductivity. However, in
the numerical solution. Such a large number of points woultttive remote sensing, the finite conductivity of the ocean
be prohibitive in previous studies, but use of the canonicalirface is expected to have only a fairly small influence on
grid method makes these simulations possible. Although a@&:ean cross sections, especially when considered on a decibel
m/s wind speed is very low in terms of typical sea statexale. Given the much greater complexity associated with a
encountered, even the relatively small 4.86-cm rms heigh¢netrable surface numerical model and the fact that only
of the full Pierson—Moskowitz spectrum produces a lakge perfectly conducting surface models will be compared in this
product of 14.25 due to the small electromagnetic wavelengtiaper, use of a perfectly conducting surface for the ocean
Higher wind speeds would require larger surface sizes should not significantly influence the results of this study.
resolve the larger ocean length scales produced and tlimmparisons with experimental data made in Section VI will
become more prohibitive even for the canonical grid methoihiclude the effect of surface conductivity through the compos-
Note that the primary quantity of interest in this study is thige surface model.

variation in backscattering cross sections caused by changing

low-frequency content of the spectrum, determined gy, A. Definition of Radar Cross Section

Such variations illustrate the physical processes at work inNymerical results will be presented in terms of the normal-
ocean scattering, at least as described by the composite surfagg backscattering radar cross sectigq; in the plane of

model. Since varying the low and high frequency cutoffs of thgcigence, defined in terms of the ensemble average scattered
spectrum does not affect the Bragg spectral component (unlgsgy intensity as

it is directly cutoff) but does affect the slope variance of the
entire spectrum simulated, these variations should illustrate _ 47TRQ<|EZ,3|2>
any tilting effects due the “long” wavelength portion of the oap(f) = ggr;o T AEYR
spectrum simulated. |E57]
Modeling the complete surface spectrum even at 3-m/s wiitt the 2-D surface case, wheferefers to the polar angle
speed is not possible for 2-D surfaces, given the requiremefitobservation,ac and 3 refer to the transmit and receive
of sampling in two dimensions with two unknown functiongolarizations, respectivelyEg)| refers to the magnitude of the
needed to model vector surface currents. The 2-D surfacesrtaident field on the surface profilél, to the area of the surface
be studied will be limited ta54\ x 64X, with this relatively profile, and the(-) notation above indicates an ensemble
small surface size resulting in 524288 unknowns in theverage over realizations of the surface stochastic process.
numerical simulation. This number of unknowns remains po¥he denominator of this expression is actually evaluated as
sible with the canonical grid method, although the increas@g/ cos ¢; times the total power incident upon the surface
computational complexity results in fewer realizations in thier the tapered beam, given by the integration of the normal
Monte Carlo simulation for the 2-D case. Note that 1-Bomponent of the incident Poynting vector over the surface
surface models do not yield predictions for cross-polarizgaofile. A slightly different definition is used in the 1-D surface
backscattering, given the complete decouplinghofind v case

(@)

polarizations in the 1-D problem, so only 2-D model results R<|E5 |2>
will be able to provide information on cross-polarized cross — 1 el

: : oap(f) = lim ‘ @)
section behavior. ' R—oo A|E((;)|2

, As_mentloned pr_ev_lously, a tapered G?‘“SS"'”‘ beam mudgrgt in [17]. With the above definitions, 2-D surface cross
field is used to eliminate edge effects in the study and has

the effect of reducing the angular resolution of obtained CrOSGCtIOI"IS integrated over all scattered angles in the upper

S . . i
sections as discussed in [25]. The larg#4)\ surface size ﬁem|sphere should yieldr cos 6; while 1-D cross sections

. . N r ver all i [ inci

used in the 1-D case allows a large Gaussian beam wdﬁlﬁeg ate_d overa scattenng an_gles n the_ plqne of incidence
. : should yieldcos 6;. These differing normalizations are used

of 256\ to be used, and the loss in angular resolution f

- % be consistent with the available literature, and comparisons

incidence angles between 0 and® 69 less thant0.2° for all . . . . np

anales. In the 2-D surface case. however a Gaussian bena"{ade with the analytical theories will be made consistently.
gles. ! ' rgcattering cross sections for randomly rough surfaces can

width (as desprlbed |n.[30]) of Or.”%)‘ is possible given the be separated into a coherent and incoherent part, defined as
64 A surface size, causing a loss in angular resolutioft2#°

at 60" incidence. Although this is not a significant loss for co- 47rR2<|Efw - (E§@>|2>

polarized cross sections, cross-polarized results in the plane ob s (0s, ¢s, 0, ¢i) = lim o) 4)
incidence could potentially be affected the influence of larger fimeo A|E,@ 2
cross-polarized cross sections outside the plane of incidenggd

Studies with the analytical models, however, show thé4.a arR2|( E58>|2

surface size is sufficient to reduce these contributions below agﬁ‘(95,¢5,9i,¢i) = lim 2 (5)

R— (Z) 2
observable levels. > AlEY|
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Fig. 1. A 1-D comparison of MOM, SPM, and PO backscattering predictions. Cutoff wavenumper 146.6 rads/m,koc = 0.088 rads/m.

in the 2-D case, with similar equations for the 1-D crossimple process starting and monitoring routines requiring any
sections. For an infinitely large ocean surface, reflected aimtierprocess communications.

transmitted coherent fields consist of individual propagating

plane waves whose amplitude is reduced as the surface height IV. 1-D SURFACE RESULTS

fluctuations increase. However, surfaces simulated numericallyry . 1 5 gurface results were generated uslipg values
are of finite size, and the coherent field is no longer a plata

wave but rather spreads over a range of scattered angles. S F146.6 (24), 18.3 (162), 2.29 (1283), and 0.286(1024))

: R ; /m, with correspondinir products of 0.088, 0.707, 5.65,
scattering from the ocean is primarily incoherent at microwave |

f - v incoh i ttered fint 14.25. The high frequency surface cutoff was held fixed
requencies, only Incoherent scatlered powers are of Interes {nkdu = 586(\/2) to insure that the Bragg portion of the
the numerical simulation. In the simulation results present

in Section IV, surface rms heights ranging from 0.01-2.2 ectrum was adequately modeled. Strong matrix bandwidths

wavelengths are considered, so that coherent fields are cle?éll;{the canonical grid method, as described in [27]-[28],

tin the | height The ab d ged from 64 points in the lowest rms height case to
present in the lower rms height cases. 1he above proceayl, points for the highest, with a corresponding increase in

allows their influence to be remo_ved S0 that.only incohere{hte number of canonical grid terms required from three to
scattered powers are presented in the following results. 15, respectively. The number of realizations averaged ranged
from 640 in the lowest rms height case down to 120 in the
highest, due to the increased computational requirements for
Results to be presented were calculated with the IBM SP#2e higher rms height surfaces. Computational times for a
400 node parallel computer at the Maui High Performanaingle angle, polarization, and surface realization ranged from
Computing Center (MHPCC) [38]. The IBM SP/2 is a collecapproximately 1.5 min on a single node of the SP/2 for the
tion of 400 RS-6000 (based on a POWER2 CPU) workstatiodeyw rms height cases to 24 min in the high rms height
capable of around 250 MFLOP operation individually, nepolarization cases, illustrating the efficiency and expected rms
worked through a high performance communication systemheight dependencies of the canonical grid approach.
allow groups of nodes to operate in combination as a parallelFigs. 1 and 2 compare numerical model results with SPM
processor. Software libraries are available at the centerand PO/GO predictions for the two extreme cases, Wijth
implement interprocess communications using simple routimeavenumbers of 146.@2\) and 0.286 rads/ni1024), effec-
calls, so that development of parallel codes is relativetively the entire Pierson—Moskowitz spectrum) respectively.
efficient. The codes of this paper use the parallel virtu8IPM predictions are plotted only for angles greater thah 15
machine (PVM) message passing library [39], which is given their expected failure for near normal incidence, and
public domain package for UNIX communications. Due tthe angular cutoff region in Fig. 1 due to the truncation of
the implicitly parallel nature of a Monte Carlo simulationthe surface spectrum at low frequencies is clearly evident.
parallelization of the code was effectively perfect, with onljNote that SPM predictions in Figs. 1 and 2 are exactly the

B. Computational Resources
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Fig. 2. A 1-D Comparison of MOM and SPM backscattering predictions. Cutoff wavenukpper 0.286 rads/mko = 14.25 rads/m.

same, as Bragg scatter portions of the spectrum are fig. 2 gives some evidence that a choicef@f = & /2 should
altered by changing the low-frequency cutoff. Simulatiogield accurate predictions. Comparisons between method of
results are plotted for bothhh and vv cross sections, and moments results and composite surface model predictions for
the excellent agreement with SPM predictions observed in timeidence angles between 30 and @de shown in Fig. 3 for
low rms height case of Fig. 1, where the SPM is expectdle £, = 0.286 rads/m case, again using a cutoff wavenumber
to be very accurate, serves to validate the numerical moded. K; = k/2 to define the surface slope variance. Also
PO results are observed to fall betwegh and vv cross included is the corresponding untilted SPM result. The change
sections at large incidence angles as expected in Fig. 1, withkh cross sections is shown to agree well with the composite
errors in predictions for angles in the cutoff region observesirface model using this value dfy, although sensitivity
as well. Fig. 2 shows that little change occurs in surfade this parameter is small enough to make an thorough
backscattering cross sections at large incidence anglesdegntitative assessment difficult. Composite surface model
surface low-frequency content is increased dramatically, fasults slightly underpredict numericab cross sections at the
agreement with composite surface theory. GO predictions dagger incidence angles, which will be discussed further in the
applied in this largeko product case, and are found to yieldext section. Overall, however, the composite surface model is
excellent predictions within Z0of normal incidence, through qualitatively validated by these comparisons for the prediction
use of a cutoff wavenumbedt,; = k/2 in defining the surface of 0 to 60 backscattering from 1-D Pierson-Moskowitz
slope variance as discussed further in Section V. Results faffaces.
the intermediate values @&fy yield similar results and show a
gradual transition between the curves observed in Figs. 1 and
2. In all cases, the physical optics approximation was found to V. 2-D SURFACE RESULTS
fit MOM results extremely well up to 20incidence with the  The 2-D surface results were generated usipg values
exception of the errors observed in the cutoff region in Fig. df 146.6 (2)), 18.3 (16)\) and 4.58 (64)\) rads/m, with
Although the theoretical basis of the composite surfae®rrespondingtes products of 0.088, 0.707, and 2.86. High
model is somewhat justified by numerical results, a mofeequency surface cutoff wavenumbers were again held fixed
detailed comparison with composite surface model prediat &y, = 586(\/2) rads/m. Strong matrix bandwidths of 15
tions should allow further insight into the choice of cutofpoints in the canonical grid method, as described in [29]-[30],
wavenumber inherent in the model. Two separate anguil@ere used, with only one canonical grid series term required
backscattering regions will be considered: the region betwefem these relatively low rms height surfaces, as was validated
0 and 30, for which the physical/geometrical optics modelshrough comparisons including larger numbers of terms. The
are primarily used, and the region between 30 antl & reduced bandwidth and series requirements in the canonical
which tilted SPM predictions are primarily used. The PO/G@rid method for 2-D surfaces can be attributed to the faster
angular region will be considered in the next section, bdecay of the Green’s function in three dimensions [29]. The
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Fig. 3. A 1-D Comparison of MOM and composite surface model co-pol backscatter results.

number of realizations averaged ranged from 64 in the lowéstidence. PO results are again observed to fall betwgen
rms height case to 128 in the highest, due to the need ford vv cross sections at large incidence angles in Fig. 4,
more realizations of the rougher surface. Computational timegth errors in the cutoff region again observed. These errors
for both polarizations, a single angle and surface realizatiane not physically significant since a real ocean surface at
ranged from approximately 4 hr on a single node of thmicrowave frequencies would not allow a cutoff region near
SP/2 for the low rms height cases to 8 hr in the highormal incidence, given the large expected surface rms height
rms height cases, illustrating the much greater computatioial terms of a wavelength. Fig. 5 shows again that little
complexity of the 2-D surface scattering problem. Howevechange occurs in surface backscattering cross sections at large
these computational times are very reasonable when the sim@dence angles as surface low-frequency content is increased
of the problem (524 288 unknowns) is considered. Note thatamatically. Analytical PO predictions are found to yield
the smaller number of surface realizations averaged and theellent agreement within 200f normal incidence, with
smaller tapered beam width lead to more uncertainty in Rdonte Carlo PO predictions showing even better agreement
D results than their 1-D counterparts. However, the smailith numerical results within 20 Results forky = 18.3
rms height surfaces studied alleviate these effects somewatls/m yield similar results, and in all cases, the physical optics
and comparisons of independent groups of 64 realizatiomgproximation was found to fit MOM results extremely well
show results to be within 1 dB accuracy. Tapered beanp to 20 incidence with the exception of the errors observed
effects, negligible in the 1-D case, will be considered through the cutoff region of Fig. 4.
comparison of analytically evaluated and Monte Carlo physical Given the success of the physical optics approximation in
optics results, as discussed previously. matching both 1-D and 2-D numerical results up t¢,2he
Figs. 4 and 5 compare 2-D numerical model results wigbrimary issue in the 0 to 30region concerns the accuracy of
SPM and PO/GO predictions for the two extreme casdbe GO approximation, which is required for more complicated
with k4 wavenumbers of 146.@X) and 4.58(64)) rads/m, spectrum models due to difficulties associated with evaluating
respectively. Simulation results are plotted fdr, hv, vh, and the full PO integral [34]. Fig. 6 compares physical/geometrical
vy Cross sections, and the model is again validated througptics results for 2-D surfaces with varying values /of,
excellent agreement with SPM predictions observed in tiheginning with the numerically validatekl;; = 4.58 rads/m
low rms height case of Fig. 4. Some small discrepanciease and extending the low-frequency cutoff to include the
are observed in Fig. 4 due to the smaller number of rentire 3 m/s spectrum, where 2-D simulations could not be
alizations and larger tapered beam width, but overall SPMn. A cutoff wavenumber ofK; = k/2 was used for
and numerical results are within 1 dB for angles greatédre GO predictions, and is seen to produce a very good
than 20. Comparisons ofhv and vh cross sections also comparison with PO predictions up to approximately Hs
show agreement to within 1 dB; note that and vh cross surface low-frequency content (and rms height) is increased.
sections are not required to be equal due to tapered beBuomther comparisons for higher wind speeds showed good
averaging over bistatic cross sections outside the plane agfreement up to 20as surface rms heights increased beyond
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Fig. 4. A 2-D Comparison of MOM, SPM, and PO backscattering predictions. Cutoff wavenumbpet 146.6, ko = 0.088.
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Fig. 5. A 2-D Comparison of MOM, SPM, and PO backscattering predictions. Cutoff wavenumber 4.58 rads/m,ke = 2.86 rads/m.

the ko = 14.25 product obtained at 3 m/s. Alternate choicethe incidence angle dependence of PO results beyohdo20

of K, were found to produce inferior results, so a choice @l wind speeds considered, indicating the inherent limitations
K, = k/2 seems optimal for backscattering predictions fromaf the GO approximation in this region. However, since
perfectly conducting Pierson—Moskowitz surface. This choideo scale SPM predictions produce reasonable agreement for
is in agreement with [20], and results irka product of 0.088 large incidence angles, these limitations should not influence
for the small scale portion of the spectrum, about one half teemposite surface model accuracy.

0.158 value suggested by [36]. Even when including the entireComparisons between 2-D surface results, SPM, and com-
slope variance of the surface, GO predictions fail to matgiosite surface model predictions for incidence angles between
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30 and 60 are shown in Fig. 7 for théy = 4.58 rads/m of 0.118 compared to the 0.139 rms slope of Fig. 3. Also,
case, again using a cutoff wavenumbetiaf = /2 to define the effects of a given total rms slope are more pronounced
the surface slope variance. The changéincross sections is in the 1-D case, since the 2-D total rms slope is split into
shown to agree well with the composite surface model usitige in-plane and out-of-plane directions. The small errors in
this value of K,, with slightly larger errors observed thamyw cross sections observed in Fig. 3 give some indication that
in the 1-D case again due to the smaller number of surfacesmposite surface modeb results may be slightly inaccurate
averaged and the larger tapered beam width. Better agreemsntms slopes are increased, but a more detailed numerical
is observed fowwv cross sections than in the 1-D case, but &tudy is required for further investigation. Overall, however,
should be noted that this case has a smaller total rms sldpe composite surface model is qualitatively validated by these
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Fig. 8. Comparison of MOM and second-order cross-pol backscatter results using a conductivity &/m in the SPM.

comparisons for the prediction of 0 to 6Backscattering from polarization for backscattering, and studies of Monte Carlo
one and 2-D Pierson—-Moskowitz surfaces. PO cross-polarized results near normal incidence show them
Variations in cross-polarized cross sections with are to be approximately 30-dB below MOM results, indicating
plotted in Fig. 8 for theky; = 146.6 and 4.58 rads/m cases.that the numerically obtained values are not due to beam av-
Note that cross-polarized cross sections show the largesaging effects. These results show that near-normal incidence
sensitivity to surface low-frequency content, with an increasgoss-polarized backscattering is inaccurately predicted by the
of approximately 10 dB in 60 cross sections in Fig. 8. composite surface model. However, given the success of the
Comparison of numerical results with composite surface mod&imposite model in all the other regions studied, this limitation
predictions is complicated by the fact that second-order SP¥ems relatively minor.
cross-polarized cross sections are singular for a perfectly
conducting surface [3], [40]. Comparisons between numerical
results and second-order SPM predictions are made in Fig. 8 V1. COMPOSITE SURFACE MODEL
with a surface conductivity of0!! S/m used in the SPM, FOR NONPOWER LAW SPECTRA
chosen to set the level of SPM results near the numericalBased on the results of the previous sections, the composite
simulations. No tilting is performed for the second-ordesurface model should provide reasonable predictions for ocean
predictions, due to computational complexity of evaluating theurface backscattering given an appropriate choice of the cutoff
SPM second-order cross-polarized results and the relativefgvenumber, at least for the Pierson—Moskowitz surfaces used
flat curves for which tilting should have little effect. First-in the numerical study. To consider scattering from surfaces
order cross-polarized cross sections, due solely to tiltingodeled by more realistic ocean spectra, the composite surface
effects, are also included in they = 4.58 rads/m case model is applied in this section with the recently proposed
for incidence angles greater than°30where tilted SPM Donelan-Banner—-Jahne (DBJ) spectrum of [33], and results
predictions are expected to be applicable. The comparisate compared with the AAFE backscatter data of [41]. A
shows a reasonable agreement between composite surfatitely conducting ocean surface is considered in this section,
model predictions and numerical results for incidence angladth a permittivity described by the model of [37].
greater than 20 where SPM predictions are expected to be Fig. 9 illustrates composite surface model results for
valid. Note that second-order cross sections alone reprodegkscattering using the DBJ spectrum and compares these
variations with low-frequency cutoff for cross polarizatiomesults with the AAFE 13.9-GHz upwind data [41] at four
since second-order fields involve a convolution of scalefifferent wind speeds. Geometrical optics and tilted SPM
within the surface spectrum rather than the single surface scadsults are plotted separately so that individual components of
of first-order predictions. Performance for angles less th#me composite model can be resolved. The model is observed to
2(r is seen to be worse, as with co-polarized cross sectiopspduce a reasonable match to this experimental data for both
indicating the inaccuracy of SPM predictions for this regiorpolarizations over the entire range of wind speeds, although
Note that geometrical optics predictions also produce no crasess sections near 1are overestimated by the GO for lower
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wind speeds and the greatly reduced polarization ratio fat higher incidence angles as surface rms height increased
23.6 m/s is not reproduced. Similar comparisons were maleyond typical SPM limits, and slight increases?iih cross
in [33] for vertical polarization, but the slope variance ofections were also observed as predicted by the composite
the entire spectrum was used for GO predictions and fousdrface model. cross-polarized results at large incidence angles
to produce inaccurate predictions near normal incidenagere well fit by the composite surface model as well after the
The good comparison obtained here gives further crederinelusion of a finite surface conductivity to avoid the singular-
to the choice ofK; = k/2 obtained from the numerical ity in second-order SPM predictions for a perfectly conducting
model. The obtained slope variance is also seen to providswuaface. Further comparisons between analytically evaluated
reasonable increase fth cross sections for incidence angle®O and GO predictions showed an appropriate choice of
of 20° or larger at the lower wind speeds. It should beutoff wavenumber to bd{; = k/2 for backscattering in
noted, however, that other ocean spectral models can the composite surface model. The validated composite surface
applied in the composite surface model as well to obtamodel was then used with the more realistic DBJ spectrum in
similar agreement, with the minor differences which would be& comparison with experimental data, which showed the DBJ
obtained between predictions emphasizing the importancespiectrum to provide adequate predictions when appropriate
obtaining an accurate model for the ocean surface observedilihg effects were included.
the time and location of scattering experiments. The results of this study demonstrate the importance of
an accurate model for the ocean spectrum. Further research
into this area continues, as there are many models in the
VII. CONCLUSIONS literature which are at some variance with one another. The

A numerical model for ocean scattering has been developggplicability of the composite surface model for near grazing
and applied in a study of backscattering from a perfect|90|dence backscattering, not considered in this paper, also
conducting 1-D and 2-D Pierson—Moskowitz surfaces. THemains uncertain. Overall, the success of the composite
efficiency of the canonical grid approach allowed surfaces 8¢fface model when compared to numerical simulations and
1024\ in the 1-D case and4) x 64\ in the 2-D case to 0 experimental data, however, further validates this approach
be included in the numerical simulation, and backscatterifgf the prediction of 0 to 60 ocean scattering.
simulations were performed at incidence angles up tovéith
a resulting maximum model uncertainty of approximately 1
dB. Comparisons with analytical theories show the physical

Opti(.:S ?‘pprOXimaﬁon to pgrfprm well for backscattering up t_(jl] M. 1. Skolnik, Introduction to Radar System&nd ed. New York:
20 incidence. SPM predictions were also found to be vali McGraw-Hill, 1980.
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