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Coupled Canonical Grid/Discrete Dipole Approach
for Computing Scattering from Objects Above or

Below a Rough Interface
Joel T. Johnson, Member, IEEE,and Robert J. Burkholder, Senior Member, IEEE,

Abstract—A numerical model for computing scattering from a
three-dimensional (3-D) dielectric object above or below a rough
interface is described. The model is based on an iterative method
of moments solution for equivalent electric and magnetic surface
current densities on the rough interface and equivalent volumetric
electric currents in the penetrable object. To improve computa-
tional efficiency, the canonical grid method and the discrete dipole
approach (DDA) are used to compute surface to surface and object
to object point couplings, respectively, in ( log ), where
is the number of surface or object sampling points. Two distinct it-
erative approaches and a preconditioning method for the resulting
matrix equation are discussed, and the solution is verified through
comparison with a Sommerfeld integral-based solution in the flat
surface limit. Results are illustrated for a sample landmine detec-
tion problem and show that a slight surface roughness can modify
object backscattering returns.

Index Terms—Electromagnetic scattering, ground penetrating
radar (GPR), radar cross section, rough surface scattering.

I. INTRODUCTION

E LECTROMAGNETIC scattering from objects is affected
by the surrounding medium. Many realistic geometries in-

volve objects in the presence of the ground, which is often mod-
eled as a planar dielectric boundary. However, roughness on the
ground surface can potentially modify object scattering returns
from those with a flat surface, particularly in cases where the
roughness size becomes larger than a fraction of the electromag-
netic wavelength. Analysis of these problems is complicated
by the many possible scattering interactions between the rough
surface and object; at present, approximate analytical solutions
exist only in the small roughness limit [1]–[4]. The development
of numerical models is therefore of interest since these models
avoid any approximations and thus can clarify important scat-
tering effects when analytical methods fail. The fact that a com-
bined object/rough surface scattering model can be applied to
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studies of landmine detection [5], foliage and surface remote
sensing [2], or target detection and signal processing problems
[6] provides further motivation for model development.

Several previous numerical studies of scattering from objects
in the presence of the ground have been reported. For geometries
with a flat surface model, a Sommerfeld Green’s function can
be derived for frequency domain methods, and discretization is
required only on the object [7], [8]. Time domain studies of ob-
jects in the presence of flat boundaries have also been reported
[9]. Previous studies including objects and surface roughness
have primarily been limited to one-dimensional (1-D) surface
geometries (i.e., surfaces having roughness only in one hori-
zontal direction) [10]–[13] since surface unknowns must be in-
cluded and computational requirements are increased. Problems
involving two-dimensional (2-D) surfaces and 3-D objects have
been considered only in a small number of studies [6], [14] due
to the large computational requirements, and have been limited
in most cases to perfectly conducting objects.

In this paper, an efficient numerical model is described which
makes studies of scattering from a 3-D dielectric object in the
presence of a 2-D rough surface possible. The model is sim-
ilar to that used in the perfectly conducting object study of [6],
and is based on an iterative method of moments solution. The
integral equation formulation and resulting matrix equation are
presented in Section II. Iterative solutions of the matrix equation
based on a standard nonstationary algorithm [15] or based on the
“multiple interaction” iteration of [6] are then discussed in Sec-
tion III. Efficiency of the iterative solution is improved through
use of the “canonical grid” (CAG) method [16]–[22] and the
discrete-dipole approximation (DDA) [23], [24] for computing
surface to surface and object to object point couplings, respec-
tively, as described in Section IV. A sample application of the
model to studies of scattering from a subsurface object is then
illustrated in Section V, and final conclusions presented in Sec-
tion VI.

II. FORMULATION

Fig. 1 illustrates the geometry considered: a dielectric object
with relative permittivity is located in the presence (in this
case, below) of a rough interface between Regions
1 (relative permittivity ) and 2 (relative permittivity ). Inte-
gral equations to determine time harmonic fields scattered in this
problem can be formulated in terms of equivalent electric and
magnetic surface current densities on the interface and equiva-
lent electric volumetric currents in the object.
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Fig. 1. Geometry of problem: object may be above or below boundary.

A. Surface Integral Equations

For convenience, electric and magnetic surface current den-
sities on the interface are defined here as and

, respectively, where and are the total
electric and magnetic fields in Region 1 on the interface,is
the characteristic impedance of Region 1, andis an upward
pointing normal vector . Following
the formulation of [25] and assuming an time dependence,
integral equations for and are

(1)

(2)

where for is the wavenumber
in Region ; is the free-space
wavenumber for electromagnetic wavelengthand radian
frequency ; and is the free-space Green’s function in
Region

(3)

where and denote the gradient operator in terms of
unprimed (observation) and primed (source) coordinates,
respectively, and the integration is over the horizontal projected
area of surface . The incident fields and

describe fields which impinge from above or below the
boundary, respectively, and will include contributions from the
fields and which excite the problem (assumed to
approach from Region 1) as well as the dielectric object. Use
of the Stratton–Chu form and surface divergence operators in
(1) and (2) results in four scalar unknown functions (i.e., the

and components of and , from which the compo-
nents can be determined) to be found, as opposed to the six
unknown scalar function formulations which have been used
previously [6], [18]. A standard point matching discretization

(i.e., surface currents assumed constant over a surface patch
and integral equations “tested” at a set of points) is applied to
these equations as described in [16]–[22], [25], so that surface
current divergences and can be
computed numerically using a centered difference method.
Examination of self terms in (1) and (2) (i.e., when source and
observation points overlap) shows cancellation of all terms
involving for surface patches modeled locally as tilted
planes due to symmetries in the integration. Singularities in
the terms are integrable, and calculated efficiently through
standard analytical subtraction/addition methods.

B. Object Integral Equation

A dielectric object in Region is replaced by an equivalent
electric volumetric current density, for which the resulting
integral equation is

(4)

where
;

;
unit dyad;
field which impinges upon the object including con-
tributions from electric and magnetic surface current
densities on the interface and the field
which excites the problem if the object is located in
Region 1.

In a point discretization of with uniform volume , (4) can
also be expressed in terms of a set of “dipole moments”

, leading to a “discrete dipole” representation
of equivalent currents [23]. Equation (4) involves three scalar
unknown functions: the, , and components of . Self terms
in this formulation are described in [23], and replace the electric
field on the left-hand side of (4) with where is given by

(5)

Note that inhomogeneous objects can also be included in the
present formulation simply by varying values of and for
points in the object; homogeneous objects are considered in the
results shown for simplicity.

C. Surface and Object Coupling

Coupling between surface and object is computed using for-
mulations similar to (1), (2), and (4). For an object in Region
2, coupling from surface sources to object observation points is
calculated from

(6)
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and coupling from object sources to surface observation points
is found by evaluating from the integral term in (4) with

. For an object in Region 1, surface source to object
coupling is obtained from

(7)

where is the electric field which excites the problem. Ob-
ject source to surface coupling is found from

(8)

where is the magnetic field which excites the problem
corresponding to .

In the results to be shown, object and surface points do not
overlap, so that no singular terms in the coupling equations
are encountered. For geometries which do contain overlapping
points, singularities can be extracted and integrated by the
methods described for (1), (2), and (4), although this has not
been performed in the current implementation.

D. Combined Matrix Equation

Combining the surface, object, and coupling equations results
in a matrix equation in terms of , , and . For an object in
Region 2, the matrix equation can symbolically be written as

(9)

where “Surface : Surface” block represents minus the integral
terms on the right-hand sides (RHSs) of (1) and (2). The “Ob-
ject : Object” block represents minus the integral term on the
RHS of (4), and “Object : Surface” and “Surface : Object” blocks
are derived from integral terms of the equations described in
Section II-C [written as negative since they originally appear on
the RHSs of (1), (2), and (4)]. The case for an object in Region 1
is similar and will not be separated in the following discussions.

The “Surface : Surface” and “Object : Surface” blocks of the
matrix equation are ordered so that theand components of
(1) for a single observation point are following by theand
components of (2); this arrangement places the self con-
tributions on the diagonal of the “Surface : Surface” component
when the and unknowns are ordered as , , , and

for a given source point in the unknown vector. The RHS
thus is ordered as , , 0, 0

for each surface observation point. The “Surface : Object” and
“Object : Object” blocks are arranged so that, , and compo-
nents of (4) appear in succession for a given object observation
point, while the unknown vector contains successive, , and

values for a given object source point. These choices locate
terms on the diagonal of the “Object : Object” matrix.

In many problems of interest, scattering from the rough inter-
face can be much larger than that from the dielectric object (e.g.,
the case of a low contrast landmine buried in a lossy medium).
In this case, a matrix equation in terms of object minus no-ob-
ject difference fields can be formulated to clarify effects of the
object. If the no-object problem is first solved through

(10)

then the object minus no-object currents can be obtained from

(11)

This differencing procedure is useful with an iterative solution
of the matrix equation, since it insures that accuracy is retained
in object scattering effects. The surface only solution is typically
substantially less expensive than the combined surface/object
problem (particularly with the canonical grid method described
in Section IV) so that the additional computations are tolerable.

Consideration of object minus no object scattered fields also
demonstrates an important issue in interpreting results for com-
bined surface/object problems. Since object scattering is typi-
cally discussed in terms of radar cross sections while surface
scattering is more appropriately described as a cross section per
unit area, surface/object scattering problems include both stan-
dard and area extensive geometries making the definition of a
radar cross section ambiguous. The results of this paper treat
fields radiated in Region 1 by the difference currents

, as equivalent to those radiated by an ob-
ject in defining a radar cross section. However, since these dif-
ference currents contain object scattering but also interactions
between the surface and object, a standard cross section is not
obtained and results remain sensitive to the particular surface
geometry and incident field considered.

III. I TERATIVE METHODS

Since the matrix equation (9) for 2-D surfaces and 3-D di-
electric objects is likely to contain a large number of unknowns,
direct inversion of (9) is computationally inefficient. Iterative
solutions can be developed based on a multiple interaction pro-
cedure [6] or through an application of standard nonstationary
iterative methods [15]. The former is accomplished for object
minus no-object difference currents by iterating

(12)

(13)
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with the iteration initialized through , .
The “Surface : Surface” and “Object : Object” matrix equations
are solved with the nonstationary algorithm described below,
with an initial guess for the th solution taken as the

th solution to improve convergence at each surface to object
iteration. Since each iteration corresponds to an additional in-
teraction between the surface and object, the method should
be expected to converge rapidly for cases lacking strong sur-
face/object interactions. Convergence can be monitored in terms
of a “pseudo-residual” by examining the norms of

and .
Nonstationary methods applied to the combined object/sur-

face matrix equation (11) can potentially provide improved
convergence properties for cases with strong object/surface
interactions and also converge in terms of the absolute residual
of the matrix equation. The biconjugate gradient-stabilized
algorithm (Bi-CGSTAB) was chosen for this paper, since it
has been found effective in previous studies of rough surface
scattering. Preconditioning can be beneficial with nonstationary
methods if an approximation to the original matrix can be found
which is easily inverted. This is accomplished for the matrix
of (11) by neglecting surface/object coupling and employing
an approximate solution of the “Surface : Surface” block based
on a “quasi-physical optics” procedure as described in [21].
The “Object : Object” block of the preconditioner is solved
through another Bi-CGSTAB routine set with only a moderate
convergence accuracy. The effectiveness of this preconditioner
is determined by the ratio of the number of surface and object
unknowns; for cases with a much larger number of surface
unknowns, the “Object : Object” solution is not expensive
and the preconditioner is warranted. The matrix multiply
acceleration methods described in the next Section further
make the preconditioner effective. The results illustrated in
Section V were computed using the combined object/surface
matrix preconditioned Bi-CGSTAB algorithm to insure that
high accuracy was retained; limited tests with the surface/object
iteration procedure of (12) and (13) showed good performance
as well.

IV. CANONICAL GRID AND DISCRETEDIPOLE ALGORITHMS

To improve computational efficiency, the CAG [16]–[22]
and DDA [24] methods are used to perform “Surface : Surface”
and “Object : Object” block multiplies, respectively. Both
algorithms are based on use of a uniform Cartesian grid for
description of the surface profile (2-D grid) and dielectric ob-
ject (three dimensional grid), and a Toeplitz representation for
“Surface : Surface” and “Object : Object” matrices so that mul-
tiplies can be performed using the fast Fourier transform (FFT).
Toeplitz matrices are obtained for the “Surface : Surface” block
by expanding matrix elements in a series under the assumption
of small height difference relative to the horizontal separation
between points on the surface. The number of series terms
retained is a parameter of the method, along with a “strong
distance” between points inside of which the series expansion
is not used. The method is most effective for small to moderate
surface slopes and small to moderate surface heights in terms
of , for which a small number of series terms and a small

strong distance are needed. Other surface scattering acceler-
ation techniques [14], [26] are likely to be more effective for
large surface slopes and heights, but are unlikely to obtain the
efficiency of the canonical grid method for small to moderate
roughness surfaces. For the “Object : Object” block, the object
is placed inside a uniform Cartesian grid and volumetric electric
current sources set to zero in grid locations not occupied by the
object. Three-dimensional FFT [27] computations involve the
entire object grid, however, so the acceleration routine is most
effective if the object occupies a significant fraction of the grid
volume; elongated Cartesian grids can be used if necessary to
insure that this occurs. Use of a uniform Cartesian grid can
introduce “stair-stepping” errors in non-Cartesian boundaries,
which are alleviated only through increased sampling rates.
Reference [23] considers these errors for a spherically shaped
object and shows that sampling rates from 10 to 20 points
per wavelength in the object are acceptable. Both the canon-
ical grid and discrete dipole methods provide
and multiplies for “Surface : Surface” and
“Object : Object” calculations, respectively, where is the
number of surface unknowns and is the number of object
unknowns.

Note that “Surface : Object” and “Object : Surface” coupling
matrices are not accelerated in the current method, and therefore
require computations. Development of FFT-based
acceleration methods for these terms is complicated by the dif-
fering sampling requirements onand ( , ) since differing
dielectric media are involved. Use of FFT-based methods for
sources and observation points on differing sampling rate grids
would require careful consideration. Other matrix multiply
acceleration methods can again avoid these problems. However,
for problems in which acceleration of coupling
matrix multiplies will provide only moderate gains in overall
routine efficiency.

V. SAMPLE APPLICATION: SCATTERING FROM A BURIED

“L ANDMINE”

Fig. 2 illustrates a sample combined object/surface problem:
a rectangular box dielectric object with dimensions cm

cm cm and relative permittivity is
located 7.62 cm below an interface between free-space and a
medium with relative permittivity . Scattering
from this object is to be determined for a field incident at 15
from normal incidence at frequencies from 2 to 5.1 GHz. Results
will be shown for both flat and rough interfaces between Re-
gions 1 and 2. This geometry is intended to model ground pen-
etrating radar observation of a low contrast (i.e., plastic) target
in moderately attenuating soil; it is clear that object returns may
be quite small when compared to potential interface scattering
effects.

Fig. 2 also shows that a finite size interface (here,
m m) between Regions 1 and 2 is used in the

model. To avoid artificial edge scattering effects due to this
truncation, the problem is excited by the “tapered wave”
incident field described in [17]. This field is designed to mimic
an incident plane wave but provides attenuation of incident
fields as surface edges are approached. For tapering parameter
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Fig. 2. “Landmine” detection geometry considered.

, the field incident on surface edges is approximately
60 dB lower than that at the center, and the object horizontal
cross section projected onto the flat interface is well within
the 3-dB incident spot size. A test of tapered wave influence
will be described below through comparison with a plane wave
incidence Sommerfeld Green’s function code in the flat surface
limit.

A. Computational Issues

Since the m m interface ranges between 8.5 and
21.76 free-space wavelengths as the frequency is varied from
2 to 5.1 GHz, the interface is sampled into points
in the results shown. Although this is somewhat small for the
higher frequencies given that the lower medium wavelength is
approximately 2.25 times shorter than that in free-space, a set of
comparisons using points showed only slight changes
in scattered cross sections. While a smaller number of points
could be used for the lower frequencies, a constant number of
points sampling the interface as frequency is varied was chosen
for convenience in describing the rough surface profile. The re-
sulting number of field unknowns on the interface is 65 536.
The object is sampled on a point grid with step
size 3.175 mm (ranging from approximately 1/27 to 1/11 of the
wavelength in the object as frequency varies), so that the ob-
ject occupies 14% of the grid volume; again this choice was
made for simplicity in initial tests but more effective grids (e.g.,
a point grid) could be used. The total number of un-
knowns for the object is then 13 824, and the combined problem
contains 79 360 unknowns.

Although the problem considered can be solved on a PC
level platform, total computing times for the multiple cases
considered in this paper were further reduced through use of
IBM SP parallel computing resources at the Maui High Per-
formance Computing Center [28]. Since results as a function
of frequency were of interest, single frequency calculations
were performed on individual nodes of the parallel computer
(comparable to PC platforms) to obtain 32 frequencies between
2 and 5.1 GHz. Single frequency computing times on a single

Fig. 3. Object minus no object radar cross sections for geometry of Fig. 2
versus frequency,HH polarization. Comparison of CAG/DDA method with a
Sommerfeld Green’s function-based solution.

node ranged from approximately one to eight hours depending
on convergence parameters and the iterative method used;
attempts to optimize computing times have at present not been
performed extensively.

B. Validation

To validate the CAG/DDA model, backscattered radar cross
sections from the subsurface object were compared with those
obtained by a Sommerfeld Green’s function-based code [29] in
the flat surface limit. Fig. 3 illustrates the comparison versus
frequency for polarization, and shows good agreement be-
tween the CAG/DDA and Sommerfeld codes even through a
relatively large variation in cross sections. Small cross section
values observed between 3 and 3.5 GHz can be explained due to
interference between reflections from the top and bottom inter-
faces of the target, as predicted through a simple multilayer re-
flection coefficient model. Some discrepancies within 1 dB are
observed, but are difficult to resolve due to computational limi-
tations of the Sommerfeld code which is based on direct matrix
equation solution. The good agreement also confirms that the
tapered wave incident field used in the CAG/DDA model is ef-
fectively modeling a plane wave incident field while reducing
surface edge scattering effects.

C. Effect of a Slight Surface Roughness

Fig. 4 repeats the results of Fig. 3 but includes a slight
surface roughness on the interface between Regions 1 and 2.
A Gaussian random process description of was used
with an isotropic Gaussian correlation function. A surface
height standard deviation of 3.58 mm and correlation length
of 3.58 cm were chosen; this height standard deviation ranges
from approximately 1/42 to 1/17 of the free-space wavelength
so that the roughness exceeds limitations of the analytical small
perturbation method (SPM) [30] for rough surface scattering
only at the highest frequencies. Two terms in the canonical grid
series and a “strong distance” of 15 points were used to insure
accurate inclusion of roughness effects in “Surface : Surface”
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Fig. 4. Effect of surface roughness on object minus no object radar cross
sections versus frequency,HH polarization. Results are illustrated for five
surface realizations.

coupling. Results were calculated for five distinct realizations
of the surface random process and object minus no object
“radar cross sections” are compared with the flat surface case
in Fig. 4. The presence of surface roughness is observed to
have only a moderate influence on object backscattering versus
frequency, with larger effects obtained at the higher frequencies
where roughness is larger in terms of the wavelength. Although
further calculations could be performed to obtain a Monte
Carlo averaged object RCS in the presence of the specified
random process, the single realization results illustrated are
also of interest since they also give some idea as to the level of
variations that may be observed for a given surface profile.

An additional validation of surface scattering contributions
can be performed for the problem considered through compar-
ison of surface only scattering with the SPM. Fig. 5 shows the
comparison of in-plane and incoherent bistatic radar
cross sections (scattering angle15 indicates backscattering)
at 3 GHz averaged over 32 surface realizations. Results are
plotted in terms of absolute cross sections rather than cross sec-
tions per unit area: SPM predictions are simply scaled by the
area illuminated by the tapered incident field to obtain the curves
shown. Note the much larger surface scattering cross sections
compared to those of the object in Fig. 4; the low contrast target
and moderate attenuation in Region 2 produce this effect, even
with the slight surface roughness considered. Some discrepan-
cies between CAG/DDA and SPM predictions near the forward
scattering region are observed due to inaccuracies in subtraction
of the coherent forward scattered tapered wave that exists for
this slight surface roughness. Overall, however, the good agree-
ment obtained validates the CAG/DDA method developed for
calculation of both object and surface scattering.

A final illustration of combined object/surface scattering
effects is provided in Fig. 6, which plots the envelope of
time domain backscattered fields obtained from 2 to 5.1 GHz
data for the flat surface case and one of the rough surfaces.
Object scattering cross sections are observed to return later
in time, as expected, and again to have significantly lower

Fig. 5. Average in-plane incoherent surface bistatic scattering cross sections.
SPM results are included for comparison.

Fig. 6. Envelope of time domainHH backscattered fields for geometry of
Fig. 2.

amplitudes than rough surface scattering contributions. Surface
roughness effects are observed to have only a moderate effect
on time domain object cross sections; results with other surface
realizations show similar levels of differences. The comparison
of Fig. 6 demonstrates the typical problem of small object
scattering in the presence of much larger surface clutter for
ground penetrating radar systems. Effective signal processing
algorithms are thus required to detect these objects.

VI. CONCLUSIONS

The CAG/DDA model presented makes numerical calcula-
tion of combined surface/dielectric object geometries relatively
efficient, and can be applied to many areas of current interest.
Further improvements of the method can be obtained through
acceleration of “Surface : Object” and “Object : Surface” mul-
tiplies with FFT-based methods or other techniques, and also
through further tests to optimize parameter choices for the algo-
rithm. The results shown illustrate the importance of including
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both object and surface scattering contributions. Evaluations of
analytical models for surface/object interactions [1]–[4] are also
possible with the method, and insights obtained from further
studies should enable improved analytical models to be created.
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