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Abstract—Predictions of a numerical model for site specific
very high frequency (VHF) propagation over irregular terrain
are compared to experimental data and to other propagation
models. The numerical model is based on an iterative version of
the method of moments (MOM) known as the banded matrix
flat surface iterative approach (BMFSIA) for either perfectly
conducting or penetrable surfaces rough in one direction only.
Due to the large size of the numerical problem (65 000 to 130 000
unknowns), a parallel implementation of the method is presented
and applied in the simulations. Comparisons with measurement
data show good agreement overall and also illustrate the sensitiv-
ity of the model to input terrain profiles. Comparisons with other
propagation models show good agreement also in cases where
these models are expected to be valid and further clarify the
limitations of the approximations made in these methods.

Index Terms—Numerical methods, radio propagation.

I. INTRODUCTION

SITE-specific very high frequency (VHF) propagation mod-
els remain a subject of continuing interest. A number of

approximate methods exist and have been applied successfully
in specific cases, but the limitations of the approximations
of these models remain unclear. One such model, known as
spherical earth with knife edges (SEKE) [1], uses a weighted
average of analytic solutions for the multipath, spherical earth,
and knife-edge diffraction contributions which depends on
the transmitter, receiver, and terrain geometries. Although
SEKE has been shown to have good general agreement with
experimental data, clarification of discrepancies is difficult
given uncertainties both in the underlying electromagnetic
approximations and in the input terrain profiles. Another
approach which has been studied extensively involves the
use of the parabolic approximation to the Helmholtz equation
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[2]–[8]. Methods based on the parabolic wave equation (PWE)
neglect the contribution of backscattered fields which can
become significant when obstacles are near the transmitter [9].
Again, comparisons with measurement data show good general
agreement but differences that exist are difficult to explain.

Numerically exact methods have also been investigated
for small obstacles [9], [10], but the large electromagnetic
distances involved in more general propagation problems
makes numerical methods impractical. Given that at 150
MHz, one kilometer of terrain corresponds to 500, and
that typical VHF propagation problems involve distances in
the tens of kilometers, a numerical model needs to be able
to solve problems with profiles on the order of tens of
thousands of wavelengths long. Such electromagnetic dis-
tances are usually considered too large for numerical methods.
A numerically exact model is desirable because it avoids
any approximations in the solution and can, therefore, be
used to validate other nonexact methods and to demonstrate
conclusively the sensitivity of the true solution to input terrain
parameters.

In this paper, a numerically exact model based on the
recently developed banded matrix iterative approach (BMIA)
[11]–[14] to the method of moments (MOM) is presented
which enables the solution of practical propagation problems.
Although this model remains computationally complex, the
iterative method used results in greater efficiency in the MOM
solution, so that predictions can be generated from a single
DEC AXP 300 workstation in approximately two CPU days
for a ten thousand wavelength problem. Section II describes
the basic propagation configuration and the formulation of the
MOM solution. The method is then validated in Section III
through comparison with exact solutions for some simple
geometries, and a parallel implementation which allows the
solution of larger problems in reasonable amounts of time
is discussed in Section IV. A comparison of model pre-
dictions with experimental data in Section V shows overall
agreement between the model and measurements to be good,
and demonstrates the sensitivity of terrain-based propagation
models to input terrain parameters. Section VI compares these
predictions with the SEKE and PWE methods, and Section VII
presents final conclusions.

II. FORMULATION AND NUMERICAL METHOD

A typical VHF propagation problem involves predicting the
power measured by a receiver as a function of altitude at
a given distance away from a like polarized transmitter and
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Fig. 1. Geometry of propagation problem.

above an irregular terrain profile, as shown in Fig. 1. When
distances separating the transmitter and receiver are very large
and the terrain is not rapidly varying on an electromagnetic
scale, a Fresnel zone argument can be applied which illustrates
that terrain outside of the plane of incidence has little effect
so that a two-dimensional model is sufficient to capture
the physics of the problem. Thus, the MOM formulation
will assume a surface profile which is irregular only in the
plane of incidence (taken to be the– plane) and constant
perpendicular to the plane of incidence (thedirection).

For in-plane incidence in a two-dimensional problem,
Maxwell’s equations decouple into dual equations for TE
and TM waves, and a scalar Kirchhoff diffraction integral in
terms of for the TE case and for the TM case can be
applied using the two-dimensional Hankel function form of
the Green’s function [15]. Equations for a dielectric surface
medium are

(1)

(2)

for the TE case with incident field and

(3)

(4)

for the TM case with incident field where the domain
of integration is the surface profile in the plane of in-
cidence and a principal value integration is implied. Note
that the above formulation neglects any propagation effects
due to atmospheric refraction so that only the standard linear
refractive-index approximation is possible to model these

effects through use of an earth radius modification. Such
an approach will be used when comparing with propagation
measurements in Section V. Continuity of tangential field
components and is implicit in the above formulations
with continuity of the along profile field component yielding

(5)

(6)

where for the TE case (nonmagnetic medium) and
for TM and in-plane incidence is assumed [16].

Also, in the above equation

(7)

where is the propagation constant in medium.
The above formulation gives two integral equations in two

unknowns ( and or and ) on the
surface profile. Applying a point-matching MOM technique
[17] results in a matrix equation in terms of the unknown
pulse-basis function expansion coefficients of these fields
which can be written as

(8)

where is a vector containing the expansion coefficients, and
contains the incident field evaluated at points on the surface

profile. Elements of the impedance matrixare proportional
to Hankel functions of order zero or order one evaluated
at arguments corresponding to distances between individual
points on the surface profile. Tables of the zero- and first-order
Hankel functions are stored in the computer code implemented
to avoid multiple calls to Hankel routines.

In the BMIA of reference [11], the above matrix equation
is solved iteratively by expressing the matrix as the sum
of a strong matrix which contains the elements of to
within a specified bandwidth from the diagonal, and a weak
matrix which contains the remaining elements. The weak
matrix contribution is included iteratively so that the solution
is obtained by solving

(9)

initially, and then iterating

(10)
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until convergence is observed in . The BMIA requires
solution of the banded matrix equation on each iteration and
then a weak matrix multiply so that the overall method is

for an matrix, but convergence is typically
faster than other methods. Direct solution of the
banded matrix equation is practical when enough memory
resources are available to store the banded matrix. However, in
the case of propagation problems, even storage of the banded
matrix is impossible if a reasonable bandwidth is desired in the
computations. Also, relatively large bandwidths are required
in the BMIA due to the fact that weak terms are neglected
entirely in the banded matrix equation solution.

In this paper, a method similar to those applied for surfaces
rough in two dimensions [13], [14] is adopted in an attempt to
alleviate some of the problems associated with the BMIA. In
this method—known as the banded matrix flat surface iterative
approach (BMFSIA)—the original matrix is decomposed
into the sum of the same BMIA strong matrix , a new
“flat-surface” matrix , which contains an approximation
to the terms of the BMIA weak matrix, and a new weak
matrix , which contains the difference between BMIA
weak matrix elements and elements of the flat-surface matrix.
The flat-surface matrix approximates coupling between points
on the surface by assuming that they lie at the same elevation
so that matrix elements are evaluated using

(11)

and

(12)

instead of and as in the BMIA weak matrix.
Again, the weak matrix contribution is included iteratively

so that the solution is obtained by solving

(13)

initially and then iterating

(14)

until convergence is observed in . However, in the BMF-
SIA another iterative method is used to solve the strong plus
flat-surface matrix equation on each weak iteration, resulting in
nested iterative methods analogous to those of [13]. The advan-
tage of the “inner” iterative technique which uses a conjugate
gradient solver is that inclusion of flat surface terms is not
computationally expensive since flat-surface matrix multiplies
can be performed using the FFT. Also, the conjugate gradient
solver of the inner iteration is more easily parallelizable than
a direct banded matrix solver with no storage (as will be
described in Section IV).

Once the induced fields on the surface are obtained, the
Kirchhoff diffraction integral can again be used to calculate
the scattered field at the receiver and, therefore, the total
power received. Transmitting antennas are modeled as either
electric or magnetic line sources for the TE and TM cases,
respectively, so that a zero-order Hankel function incident
field is produced on the surface. Although a vertical electric

dipole antenna does not have the same pattern as a horizontal
magnetic dipole, the long distances involved in propagation
problems again result in only minor effects due to differences
in antenna patterns.

III. M ODEL VALIDATION

To validate the model, comparisons with published results
and with exact solutions for some simple geometries were
performed. Issues to be considered in the MOM model are the
discretization level required, the effect of finite surface size on
the simulations, the importance of retaining all weak iterations
in the BMFSIA, and the necessity of modeling surface-medium
dielectric properties.

Predicted one-way propagation factors (denoted by the
symbol and defined as the ratio of the power received
to that which would be received in free space) at a range of
236 wavelengths for a horizontally polarized (TE) line source
above a flat perfectly conducting plane were compared with
the analytical solution to assess the required sampling rate
in the numerical solution. Surface currents were sampled at
four points per electromagnetic wavelength, and the model was
found to accurately capture the multipath interference effects
of this problem with a maximum absolute error of 0.03 in the
linear propagation factor. Surface currents for a TM line source
above a flat impedance plane and for a TE line source in front
of a perfectly conducting semicylinder were also compared
with references [9] and [18], respectively, and found to be
in excellent agreement. Four points per wavelength sampling
was again found sufficient for the TM line-source case, but
a higher sampling rate of 20 points per wavelength was
required in the TE comparison due to the need to accurately
sample the geometry of a 0.5radius semicylinder. The simple
point-matching MOM used requires a high-sampling density
in cases where surface structures are rapidly varying on an
electromagnetic scale. However, since terrain profiles to be
studied with the model are extremely undersampled on an
electromagnetic scale and, therefore, very slowly varying, four
points per wavelength sampling is sufficient to model the
obtained field variations.

To investigate the effect of finite surface size on model
predictions, simulations were run for the perfectly conducting
wedge geometry of reference [19], shown in Fig. 2, at 100
MHz and TE polarization. Identical wedge geometries with
differing total surface sizes of 5 km (1666 ) and 10 km
(3333 ) were created by adding additional flat-surface regions
of 2.5 km on either side of the wedge for the 10-km surface.
Results are shown in Fig. 3 and demonstrate that finite surface
size has little effect on model predictions. Predictions for a
surface size of 5 km were also compared with the geometric
theory of diffraction (GTD) approach of [19] and again found
to be in excellent agreement.

Since typical propagation problems involve very large dis-
tances, an initial consideration of the BMFSIA technique
suggests that complete neglect of the weak matrix might
be reasonable. This issue is studied in Fig. 4, where the
results of Fig. 3 for a surface size of 1666are plotted at
each weak iteration of the BMFSIA, using a bandwidth of
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Fig. 2. Wedge geometry of [19].

Fig. 3. Predicted one-way propagation factor for perfectly conducting wedge. TE polarization: comparison of results for varying total surface size.

1000 points or 250. These curves clearly demonstrate the
importance of including weak matrix contributions, especially
in the diffraction region, where a convergent result is not
obtained until an error of less than 0.1% is reached in the
BMFSIA.

A final issue in the MOM model involves the importance of
modeling surface-medium dielectric properties. As discussed
in [7], both TE and TM polarized model predictions usually
fit well by assuming a TE polarized transmitter and a perfectly
conducting surface. This is demonstrated in measurement
data as well which is usually independent of polarization
at low grazing angle geometries over farmland and forest
and well matched by perfectly conducting surface models for
farmland (but not forest) terrains. Modeling the surface as
being perfectly conducting is advantageous since one of the
two unknown fields on the surface vanishes and the matrix
equation reduces in size by a factor of two. In addition, the
need to sample surface fields on the scale of the wavelength
inside the medium is eliminated. To investigate this point,

simulations were run for the 1666wedge geometry of Fig. 2,
using both perfectly conducting and penetrable media in TE
and TM polarizations. A dielectric constant of
(a conductivity of 0.0065 S/m at 167 MHz) was assumed for
the penetrable case for matrix sizes of 6664 in the perfectly
conducting code, and 32 768 in the penetrable code. The
additional factor of in penetrable matrix size results from
sampling surface field unknowns on approximately the scale
of the wavelength in the surface medium.

Predicted one-way propagation factors are shown in Fig. 5
for TE and TM polarizations. The comparison shows little
difference between the penetrable surface TE and TM predic-
tions and the perfectly conducting TE prediction. The perfectly
conducting TM prediction is seen to differ, as can be explained
by observing that for TM polarization, the Brewster angle
effect results in a reflection coefficient of1 in the perfectly
conducting case as one approaches grazing, but1 in the
penetrable case for angles closer to grazing than the Brewster
angle. Due to similarity of the TE and TM predictions,
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Fig. 4. Predicted one-way propagation factor for perfectly conducting wedge. TE polarization: model predictions on each BMFSIA weak iteration.

Fig. 5. Predicted one-way propagation factor for perfectly conducting wedge. TE and TM polarizations: comparison of perfectly conducting and
penetrable surfaces.

simulations in the following sections were run only for TE
polarization and a perfectly conducting surface profile.

IV. PARALLEL IMPLEMENTATION

One particular terrain profile of interest—Magrath
NW37—which will be described in more detail in the

next section, has a length of 37 km, or 20 600at the
167 MHz frequency where measurement data were taken.
An additional 14-km buffer zone was added to the terrain
profile to avoid any potential edge effects, for a total of
113 500 unknowns in the BMFSIA solution. The BMFSIA
code was run for this case on a DEC AXP-300 Alpha
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(a)

(b)

Fig. 6. Comparison of MOM predictions with measurement data. (a) One-way propagation factor. (b) Beiseker N15 terrain profiles.

workstation and was found to require approximately one
week of CPU time. To reduce this large time requirement, a
parallel implementation of the BMFSIA was developed and
is described in this section.

Since the BMFSIA is composed of two iterative methods
which both require matrix multiplies with a vector, paralleliza-
tion of the code is achieved by performing these multiplies in
parallel. A simple master-slave configuration is used, in which
the master program broadcasts the vector to be multiplied
to slave programs which then perform the multiplication
for rows of the matrix. These slaves then broadcast
their individual solutions back to the master program which
adds up the results to obtain the matrix vector product. This
code was implemented on 16 nodes of the IBM SP/2 parallel
computer at the Maui High-Performance Computing Center,
using the public domain Parallel Virtual Machine (PVM) code
[20] as the message-passing library. Due to the large size of the
problem and the need for recalculation of all matrix elements
on every iteration, communication costs represent relatively
little of the overall program time so that the parallelization for
this code is relatively efficient. Comparison of the workstation

and parallel versions showed a parallel speed-up factor of
approximately 70% of the number of nodes used in the
calculations.

Several additional methods were used to reduce computa-
tional time as well. A physical optics initial guess was used
to begin the iterative process, and was found to reduce the
number of conjugate gradient iterations required in the first-
order solution. A diagonal block preconditioner was used in
the conjugate gradient method, and matrix multiplies made
use of the semisymmetric properties of the impedance matrix.
Finally, an asymptotic expansion of the Hankel function was
used in the slave program, weak-matrix multiply routines, so
that storing the Hankel function table at large distances was
not required.

V. COMPARISON WITH EXPERIMENTAL DATA

A large database of propagation measurements for sites
in Canada has been compiled by Lincoln Laboratory (as is
described in [1]) for both TE and TM polarizations. Terrain
profile data were obtained from both hand-read Canada Map
Office (CMO) maps and Defense Mapping Agency (DMA)
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(a)

(b)

Fig. 7. Comparison of MOM predictions with measurement data. (a) One-way propagation factor. (b) Magrath NW27 terrain profiles.

digital files at horizontal resolutions of 30 and 100 m, re-
spectively, with 1-m vertical resolution in both cases. Three
locations (called Beiseker N15, Magrath NW27, and Magrath
NW37, respectively) for which SEKE predictions deviated
from measured data were selected for use in the MOM
simulation. The terrain of these three locations was farmland
with only scattered and isolated trees or buildings present so
that a surface scattering model should suffice to capture the
relevant ground-propagation effects. Measurements were taken
at 167 MHz with a transmitting antenna height of 18.3 m above
ground level, and terrain profiles were linearly interpolated
between points for use in the BMFSIA solution. Atmospheric
and earth curvature effects were included in the model by
assuming the standard 4/3 earth radius approximation for a
linear atmospheric refractive index profile so that specified
terrain-elevation data were fit to a sphere of radius 4/3 times
the true earth radius.

Figs. 6–8 show comparisons between model predictions
and measurement data for the three locations using CMO
terrain profiles. Overall agreement is observed to be very
good for these cases, and the MOM model is seen to capture

the multipath and diffraction contributions accurately both
in the interference and shadowed regions. However, some
discrepancies (particularly in the location of the first multipath
null) exist which require clarification. One possible source
of these differences is the accuracy of input terrain profiles.
Also included in Figs 6–8 are DMA profile MOM predictions
for the same three locations. Results are seen to be very
sensitive to input terrain data, especially in the Beiseker N15
case (Fig. 6), where profile differences close to the transmitter
location influence the specular point slope and significantly
alter predictions. Predictions using the higher resolution CMO
profiles are seen to be closer to measurements for all three
cases. Note that fixed transmitting and receiving antenna
heights above the terrain profile lead to significant differences
in the absolute height above sea level for these antennas in the
CMO and DMA profiles. However, since an absolute height
above mean sea level at the time of the measurements was not
known, the comparisons of Figs. 6–8 illustrate the differing
conclusions that can be reached for a differing terrain profiles,
and show that accurate terrain profile measurements are re-
quired to obtain accurate predictions of the propagation factor.
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(a)

(b)

Fig. 8. Comparison of MOM predictions with measurement data. (a) One-way propagation factor. (b) Magrath NW37 terrain profiles.

A second possible source of differences between BMFSIA
predictions and measurement data involves any anomalous
propagation effects due to deviations in the atmospheric index
of refraction from the assumed linear profile. Since no refrac-
tivity profile information is available for the measurements
considered, an improvement of the BMFSIA predictions in
this regard is not possible, making a complete understanding of
BMFSIA/measurement differences difficult. However, statisti-
cal radiosonde profiles collected from nearby World Metero-
logical Organization (WMO) stations indicate that anomalous
propagation conditions occur in these regions only a small
percentage (less than 10%) of the time [21]. Note that the
next section will compare BMFSIA predictions with those
of the approximate methods for identical terrain and atmo-
spheric refractivity profiles, eliminating these uncertainties in
its conclusions.

VI. COMPARISON WITH OTHER PROPAGATION MODELS

Figs. 9–11 compare SEKE, PWE, and MOM predictions for
the CMO profile of the three locations. The 1994 beta version
of SEKE was used in these comparisons which is a revision

of the 1986 version described in [1] with improvements to
the four basic SEKE propagation loss algorithms for single
and multiple specular multipath, knife-edge diffraction, and
spherical earth diffraction. PWE results were generated using
a split-step Fourier algorithm similar to [7] developed at
Massachusetts Institute of Technology [22], and assumed a
standard atmospheric profile and a Gaussian beam initial-
field distribution. Terrain-profile inputs to the PWE code were
smoothed with a five-point averaging filter to avoid large
second derivatives, and calculations were performed for 1-
and 25-m step increments in height and range, respectively.
Figs. 9–11 show a good overall level of agreement between
the three methods, demonstrating that the PWE and SEKE
models are giving an accurate prediction for the terrain-profile
input. However, some differences are observed which illustrate
the limitations of the SEKE and PWE methods.

SEKE predictions become inaccurate in cases where both
multipath and diffraction contributions are significant, and
underestimate the strength of the first maximum above the
shadowed region in particular, as shown in Figs. 10 and 11.
Similar underestimations are observed for knife-edge diffrac-
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Fig. 9. Comparison with analytic models—Beiseker N15 CMO terrain profile.

Fig. 10. Comparison with analytic models—Magrath NW27 CMO terrain profile.

tion routines in reference [19] when compared to wedge
diffraction. Inaccuracies in SEKE’s spherical and knife-edge
diffraction weighting algorithm are seen in low-altitude re-
gions (less than 20 m) as well, although improvements to
SEKE for clutter modeling in this region have been studied
and are currently being implemented [23]. SEKE also fails to
obtain the small maximum at receiver height approximately
50 m in Figs. 10 and 11 which the PWE shows to be due to

a bounce from a wave diffracted by the hill in the Magrath
profile. Finally, the discrete nature of SEKE’s routines is
evident in Fig. 9, where the multiple specular contribution
is included below receiver height 500 m, but abruptly ends
above this height.

Agreement between PWE and MOM predictions is remark-
able throughout Figs. 9–11, and illustrates the accuracy of the
paraxial approximation for the terrain profiles investigated.
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Fig. 11. Comparison with analytic models—Magrath NW37 CMO terrain profile.

Note that the criterion associated with selection of terrain
profiles for the study was a failure of SEKE to match mea-
surement data, so that no attempt was made to choose profiles
which could cause PWE inaccuracies. The high accuracy of
PWE results for these profiles, however, and their additional
ability in modeling atmospheric structure clearly favors use
of the PWE for propagation predictions. One disadvantage
associated with the PWE is sensitivity to parameters used
in the numerical simulation such as computational domain
size, width of the initial field distribution, and properties of
the upper absorbing boundary [5], [6]. For example, predic-
tions generated for the Beiseker N15 profile of Fig. 9 were
originally found inaccurate when a fairly narrow initial beam
was used. Use of a wider initial-field distribution eliminated
these problems, but caused errors due to spurious reflections
from the 500-m fixed Gaussian taper computational domain
upper boundary in longer range problems such as Magrath
NW37. Although these errors were subsequently eliminated by
doubling computational domain height from 8192 to 16 384
m for Magrath NW37, an appropriate choice of numerical
simulation parameters is clearly required if reliable predictions
are desired from the PWE. However, the relatively small
amount of computational time required for the PWE makes an
iterative procedure to determine simulation parameters feasible
and the results of this study show that an iterated PWE
technique should be a very accurate and practical tool for
propagation prediction.

VII. CONCLUSIONS

A numerically exact model for VHF propagation based on
an iterative version of the MOM has been developed. While
this model remains computationally intense, its usefulness has

been demonstrated in validating and studying the limitations of
other approximate methods. Results have been shown which
illustrate the accuracy of the numerical method and show
the sensitivity of propagation models to input terrain profiles.
Comparisons with the SEKE and PWE models showed that
these models overall give reliable predictions, except in cases
where underlying approximations become invalid. SEKE was
found to follow the overall trends of the MOM in all cases,
but to have problems in predicting propagation loss in regions
where multiple phenomena were important. Agreement with
the PWE was found to be excellent in all cases after steps were
taken to insure that initial field distributions and computational
domain sizes were appropriate.
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