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Abstract

Despite many valuable advances in the domain of online convex optimization over the last decade, many machine learning and networking problems of interest do not fit into that framework due to their nonconvex objectives and the presence of constraints. This motivates us in this paper to go beyond convexity and study the problem of stochastic continuum-armed bandit with long-term constraints. For noiseless observations of constraint functions, we propose a generic method using a Bayesian approach based on a class of penalty functions, and prove that it can achieve a sublinear regret with respect to the global optimum and a sublinear constraint violation (CV), which can match the best results of previous methods. Additionally, we propose another method to deal with the case where constraint functions are observed with noise, which can achieve a sublinear regret and a sublinear CV with more assumptions. Finally, we use two experiments to compare our methods with two benchmark methods in online optimization and Bayesian optimization, which demonstrates the advantages of our algorithms.

1 Introduction

Multi-armed bandit (MAB) is a sequential decision process where a player chooses an arm $i_t$ from a finite number of arms $1,...,n$ and then receives a random reward $X_{i_t}$ from that arm (Lattimore and Szepesvári, 2020). In stochastic bandits, the reward of each arm is realized from a distribution with an unknown mean. Its metric for an algorithm with time horizon $T$ is called regret, which is defined as:

$$R_T = \sum_{t=1}^{T} [\mu^* - \mu_{i_t}].$$

where $\mu^* = \max_i \mu_i$ and $\mu_i$ is the mean reward of arm $i$. We hope an algorithm to produce a sublinear regret, i.e., $R_T = o(T)$, which means that we can obtain the optimal reward asymptotically in terms of time-average.

If the set of arms $\mathcal{X}$ is continuous and closed, then the problem becomes a continuum-armed bandit (Agrawal, 1995). At each round, the player chooses a decision $x_t$ from $\mathcal{X}$ and then receives an i.i.d. random reward $f(x_t)$ with an unknown mean function $f(x_t)$ that may be nonconvex. Same with multi-armed bandit, the objective of an algorithm with time horizon $T$ is to produce a sublinear regret, which is defined as

$$R_T = \sum_{t=1}^{T} [f(x^*) - f(x_t)].$$

where $x^* = \arg\max_{x \in \mathcal{X}} f(x)$.

There are many approaches for this problem (Agrawal, 1995; Cope, 2009; Auer et al., 2007; Kleinberg, 2004; Singh, 2021; Chowdhury and Gopalan, 2017) with different assumptions of $f$. A well-known method among these is via a Bayesian approach, which assumes that $f$ lies within some Reproducing Kernel Hilbert Space (RKHS) and then utilizes the framework of Gaussian process (GP) regression (Shi and Choi, 2011). There are several works using this approach with theoretical results, in the paper (Srinivas et al., 2009), the authors proposed a UCB-type algorithm called GP-UCB and achieved the regret of $O(\sqrt{T}(B\sqrt{T} + \gamma T \log^{3/2} T))$ with high probability, where $B$ is the bound of RKHS norm of the reward function, and $\gamma$ is a quantity related to $\mathcal{X}$ and the kernel function of GP used in the algorithm. The authors in the paper (Chowdhury and Gopalan, 2017) improved GP-UCB with a new method called IGP-UCB, which relaxed the assumption of...
noise distribution in the paper (Srinivas et al., 2009) and achieved a better regret of $O(\sqrt{T(B\sqrt{T} + \gamma_T)})$ with a high probability. The authors also proposed a method based on Thompson sampling, achieving a regret of $O\left(\sqrt{T\gamma_T((\gamma_T + \log(1/\delta))d\log(BdT))}\right)$ with probability $1 - \delta$, where $d$ is the dimension of $\mathcal{X}$.

In this paper, we consider a more complex setup, where the chosen decisions in the bandit process are also required to satisfy some \textit{long-term constraints}, i.e., $\sum_{t=1}^{T} g(x_t) \leq 0$. Here $g(x) = [g_1(x), ..., g_m(x)]$ is a stacked vector of $m$ constraint functions that may be nonconvex. The form of $g(x)$ is unknown to us, but its value can be observed (possibly with random noise) after making a decision. Different from previous works on constrained MAB (Badanidiyuru et al., 2013; Agrawal and Devanur, 2016, 2014; Immorlica et al., 2019; Madani et al., 2004; Xia et al., 2015), our setup assumes continuous action space with continuous reward and constraint functions that may be nonconvex. The details of the setup along with some applications will be presented in Section 3. Meanwhile, we will use two metrics to measure the performance of an algorithm solving this problem, which are called regret and constraint violation (CV). Their definitions will also be detailed in Section 3. It is noted that these two metrics were widely used in previous works on online convex optimization (OCO) with long-term constraints. We will discuss these works in Section 1.1 and compare their setup with ours. Same with OCO, we hope our algorithm to have a sublinear regret and a sublinear CV concurrently.

For the above setup, our paper is the first work to propose methods with theoretical guarantees of a sublinear regret and a sublinear CV using a Bayesian approach. We will present two methods for two cases, where the constraint function values are observed without or with noise, respectively. Both methods assume that the reward function is observed with random noise. The contributions of our papers are as follows:

- We first show that for generic penalty approaches using a Lagrangian-like transformation, it is impossible to get a sublinear regret and a sublinear CV if there is no update of multipliers or penalty functions. The details of this claim will be shown in Section 4.

- Motivated by the above observation, we explore a multiplicative form of multiplier-updates and then propose a method called \textit{GP-UCB with Noiseless Constraints} for noiseless constraint observations. This method adopts a broad class of penalty functions described by properties that are new in penalty approaches, which enables a flexible choice based on applications. These new properties can also lead to a better understanding towards the use of penalty-based approaches in online optimization. The details of this method will be presented in Section 5.

- For the above method, we also highlight the trade-off between regret and CV in its results. By changing the total iterations of the outer-loop and the inner-loop of our design, both regret and CV can be sublinear with the regret $O(\sqrt{T\gamma_T}))$ matching the lower-bound of Bayesian optimization using SE kernel up to a logarithmic factor, or the CV $O(\sqrt{T})$ matching the best result among previous methods for OCO with long-term constraints (c.f. Section 1.1). Here $\gamma_T$ will be defined in Section 5.

- For noisy constraint observations, we change the rule of multiplier-updates and switch to a linear penalty function to avoid “noise amplification” brought by the penalty function used in the first method. This method, called \textit{GP-UCB with Noisy Constraints}, can achieve the regret of $O(T^{3/4}\gamma_T)$ and the CV of $O(T^{3/4})$ with more assumptions needed than the first method. The proof of this result involves how to tackle the noise in the multiplier-updates, which may be interesting in its own right. The details of this method will be presented in Section 6.

- Through simulations of two problems, we demonstrate the efficiency of our algorithms compared with benchmark methods in online convex optimization and Bayesian optimization. This part will be presented in Section 5 of Supplementary Material.

Since online convex optimization with long-term constraints and constrained Bayesian optimization (BO) are closely related to our problem, in the following subsection we will discuss previous works on these two topics and point out our advantages over these methods.

1.1 Related Works

1.1.1 Online Convex Optimization with Long-term Constraints

Similar to our setup, online convex optimization (OCO) is also a sequential decision process where a reward function value $f^*(x_t)$ is observed after a decision-maker chooses an action $x_t$. The major difference is that in OCO, $f^*$ can be arbitrary (not necessarily i.i.d. from some distribution), but must be convex (Hazan, 2019). For OCO with long-term constraints,
### 1.1.2 Constrained Bayesian Optimization

Bayesian optimization (Frazier, 2018) is a global optimization method for blackbox problems, which also utilizes the framework of GPs. The techniques of BO will be introduced in Section 2 as a basis of our methods.

Constrained Bayesian optimization aims to solve

\[
\begin{align*}
\max_{x \in X} f(x) \\
\text{s.t. } g_i(x) \leq 0, \ i = 1, \ldots, m
\end{align*}
\]

where the forms of \(f(x)\) and \(g_i(x)\) are unknown. The objective of constrained BO is to get the global maximum of the above problem with as few evaluations of \(f\) and \(g_i\) as possible. Constrained BO approaches aim at finding an optimal solution to the constrained problem, regardless of how they are reached. In contrast, our setup is also concerned with the sequence of solutions that are observed in the process, which need to satisfy a sublinear regret and a sublinear CV. In fact, previous methods on constrained BO are predominantly empirical without rigorous performance metrics and theoretical results. Instead, their performance was only tested by experiments, and measured by the running time to get the optimal point in a certain computing environment.

### 2 Preliminaries on Bayesian Approaches

As a basis of our paper, we first review backgrounds of Bayesian optimization (BO) in this section. Classical Bayesian optimization methods aim to solve a black box problem \(\max_{x \in X} f(x)\), where the form of \(f\) is unknown. Instead, we can observe \(f(x_s)\) (possibly with noise) after we inquire a point \(x_s\). BO uses a machine learning approach, called Gaussian process (GP) regression (Shih and Choi, 2011), to find the optimal point of the above problem. First, we put a GP prior on \(f\) and get its posterior distribution after an inquiry of \(f\). Then, we choose the next inquiry point and update the posterior distribution of \(f\). When the posterior distribution is considered to be informative enough of the optimal point, we can get the final result.
Algorithm 1 IGP-UCB($f(x), k, B, R, \lambda, \delta, S$)

1: Input: Prior GP$(0, k)$, parameters $B, R, \lambda, \delta, S$.
2: for $s = 1, \ldots, S$ do
3:  Set $\beta_s = B + R \sqrt{2(\gamma_s - 1) + \log(1/\delta)}$.
4:  Choose $x_s = \arg \max_{x \in X} \{\mu_{s-1}(x) + \beta_s \sigma_{s-1}(x)\}$.
5:  Obtain noisy observation of $f(x_s)$.
6:  Perform update to get $\mu_s$ and $\sigma_s$ using (3) and (4).
7: end for
8: Output: $x_1, \ldots, x_S$.

are the mean and covariance function of the posterior distribution after observing $x_{1:s}$ by regarding the distribution of observation noise as $\mathcal{N}(0, \lambda)$. $K_s = [k(x, x')|_{x, x' \in \{x_1, \ldots, x_s\}}$ is the kernel matrix at time $s$ and $k_s(x) = [k(x, x^T), \ldots, k(x, x)]^T$.

For IGP-UCB, we can see that its utility function is a linear combination of $\mu_{s-1}(x)$ and $\sigma_{s-1}(x)$, which is inspired by the exploitation-exploration tradeoff in bandit problems (Lattimore and Szepesvári, 2020). It has the following theoretical performance:

Lemma 1 (Theorem 3 of Chowdhury and Gopalan, 2017). Assume that $||f||_k < B$ and $\varepsilon_s$ is independent sampled from some R-subGaussian distribution. Then, running IGP-UCB for a function $f$ lying in the RKHS $H_k$ leads to

$$R_S = \sum_{s=1}^{S} |f(x^*) - f(x_s)| = O(B \sqrt{S\gamma_S} + \sqrt{S\gamma_S(\gamma_S + \log(1/\delta))})$$

with a probability of at least $1 - \delta$, where $x^* = \arg \max_{x \in X} f(x)$.

Here, $\gamma_s$ is called information gain with time horizon $s$ and can be bounded given the knowledge of domain $\mathcal{X}$ and kernel function $k$ (Chowdhury and Gopalan, 2017). The newest result for the bounds of $\gamma_S$ can be found in the paper (Vakili et al., 2021).

3 Problem Setup

In this paper, we consider a stochastic continuum-armed bandit problem with long-term constraints, where in each iteration, the decision-maker chooses an action $x_t$ from a compact set $\mathcal{X}$, and then observes a random reward value $f^t(x_t)$ and $m$ constraint values $\{g_j^t(x_t)\}_{j=1}^m$. In our setup, we assume that $f^t(x_t) = f(x_t) + \varepsilon^t$, where the randomness of $f^t$ comes from a zero-mean random variable $\varepsilon^t$ independent across $t$. For $\{g_j^t(x_t)\}_{j=1}^m$, we will consider two cases. In the first case, $g_j^t(x_t) = g_j(x_t), \forall j$ is deterministic. And in the second case, $g_j^t(x_t) = g_j(x_t) + \varepsilon_j^t, \forall j$ is stochastic, where $\varepsilon_j^t$ is a zero-mean random variable from some unknown distribution independent across $t$. Meanwhile, the forms of $f$ and $g_j, \forall j$ are unknown and possibly nonconvex. Our target is to maximize our expected reward $f(x)$ with long-term constraints satisfied in expectation, i.e., $\frac{1}{T} \sum_{t=1}^{T} g_j(x_t) \leq 0$ for any $j$. We assume that $\mathcal{X}$ includes the area satisfying all constraints.

Similar to multi-armed bandit (Lattimore and Szepesvári, 2020), we need a fixed optimal point $x^*$ not related to $T$ as the benchmark, which is defined as
any global optimum of
\[
\max_{x \in \mathcal{A}} f(x) \\
\text{s.t. } g_j(x) \leq 0, j = 1, \ldots, m. \tag{5}
\]

With regard to \(x^*\), an algorithm of time-horizon \(T\) aims for a sublinear regret:
\[
R_T = \sum_{t=1}^{T} [f(x^*) - f(x_t)] = o(T), \tag{6}
\]
and a sublinear constraint violation (CV):
\[
V_T = ||\sum_{t=1}^{T} g(x_t)|| = o(T), \tag{7}
\]

where \(g(x) = [g_1(x), \ldots, g_m(x)]\) and \([a]^+\) means element-wise max(0, a) in vector \(a\). Note that our definition of \(x^*\) ensures that \(\limsup_{t \to \infty} \frac{1}{T} \sum_{t=1}^{T} g_j(x^*) \leq 0\). Therefore, achieving both a sublinear regret and a sublinear CV implies that, asymptotically on the average, the algorithm performs as well as the best fixed strategy in hindsight. In OCO, there are also some other definitions of regret and CV. We will briefly discuss them in Section 2 and Section 4 of Supplementary Material.

Now we give two examples of our setup in the areas of machine learning and network optimization.

**Hyperparameter Tuning:** Hyperparameter tuning (Joy et al., 2016) is a hot topic recently due to the success of deep neural networks. Hyperparameters like neural network structures and stepsize choices in the optimizer can have a great impact on the final result of deep learning. We can describe this problem in our framework as follows. After choosing a hyperparameter \(x_t\), we can obtain the training errors \(E^t(x_t)\) from the neural network, which is stochastic due to the randomness of the optimizer such as SGD (Bottou, 2010). Meanwhile, for each hyperparameter choice, we have a completion time \(g^t(x_t)\) of the training, which is also stochastic due to the optimizer. For most hyperparameters, there are no explicit forms of the mean \(E(\cdot)\) and \(g(\cdot)\) (Goodfellow et al., 2016). If we want to obtain the optimal hyperparameter while making the whole tuning process complete before a time threshold \(T\) in expectation, we can apply our setup.

**Data Rate Allocation Problem:** Suppose a router wants to set data rates for \(d\) servers from a range \([0, C_i]\) for Server \(i\). After allocating a data rate \(x_i(t)\) for Server \(i\) at time \(t\), it will give back a utility value \(U_i(x_i(t)) + \varepsilon_i(t)\), such as quality of service (QoS) (Lee et al., 2005), which involves random measurement errors \(\varepsilon_i(t)\). Meanwhile, define \(h_i^t(x_i(t))\) as the electricity cost of Server \(i\) by choosing \(x_i(t)\), which may be deterministic or random due to electricity price fluctuation and link quality perturbation. Then in this example, \(f^t = \sum_{i=1}^{d} (U_i(x_i(t)) + \varepsilon_i(t))\) and \(g^t(x(t)) = \sum_{i=1}^{d} h_i^t(x_i(t)) - B\), where \(B\) is the time-averaged electricity budget. We can apply our setup if we want to maximize the actual total utility with a time-averaged electricity cost constraint satisfied in expectation.

In the following section, we will discuss a class of strategies that can be useful for our problem. Motivated by the insights of the discussion, we will propose two algorithms for noiseless and noisy observations of \(g_j\)’s, respectively. Meanwhile, throughout the paper, we always assume that

**Assumption 1.** \(f\) is observed with independent R-subGaussian noise \(\varepsilon\).

Here the independence is defined with regard to any other noise.

### 4 Generic Penalty Approach

An intuitive strategy to deal with our setup to transform the original constrained problem into an unconstrained one and then utilize some unconstrained bandit optimization algorithm. In this paper, we focus on the strategy of appending a generic penalty function to the objective as follows:

\[
f(x) - \sum_{j=1}^{m} \kappa_j \Lambda(g_j(x)), \tag{8}
\]

where \(\Lambda(\cdot)\) is some penalty function and \(\kappa_j\) is a multiplier for constraint \(j\). Despite the generality of this strategy, the main difficulty is how to choose \(\kappa_j\) and \(\Lambda(\cdot)\) for our setup. Previous penalty approaches are mainly used for gradient-related methods (see Chapter 5 of (Bertsekas, 2014)), thus may not be suitable for our setup without knowledge of gradients.

First, we make the following impossibility claim:

**Proposition 1.** For any fixed choices of \(\kappa_j\) and \(\Lambda(\cdot)\) in (8), and any unconstrained bandit optimization algorithm \(\mathcal{M}\) that can produce a sublinear regret for its objective function, applying \(\mathcal{M}\) to (8) will fail to yield a sublinear regret and a sublinear CV for all forms of \(f(x)\) and \(g(x)\) in our setup.

**Proof.** Construct \(f(x)\) and \(g(x)\) defined in a compact set \(\mathcal{X}\) as \(f(x) = \sum_{j=1}^{m} \kappa_j \Lambda(g_j(x)) - (x-c)^2\) and \(g(x) = x\), where \(c\) is some positive constant and the point \(x = c\) is included in \(\mathcal{X}\). Suppose that applying \(\mathcal{M}\) to
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(8) with time horizon $T$ gives us

$$\sum_{t=1}^{T} [f(x^*_\Lambda) - \sum_{j=1}^{m} \kappa_j \Lambda(g_j(x^*_\Lambda)) - f(x_t) + \sum_{j=1}^{m} \kappa_j \Lambda(g_j(x_t))] = o(T),$$

where $x^*_\Lambda$ is the global optimum of (8). By our construction,

$$\sum_{t=1}^{T} [f(x^*_\Lambda) - \sum_{j=1}^{m} \kappa_j \Lambda(g_j(x^*_\Lambda)) - f(x_t) + \sum_{j=1}^{m} \kappa_j \Lambda(g_j(x_t))] = \sum_{t=1}^{T} (x_t - c)^2 = o(T)$$

Since $\sum_{t=1}^{T} (x_t - c)^2 \geq -2c \sum_{t=1}^{T} x_t + c^2 T$, we have $\sum_{t=1}^{T} g(x_t) = \sum_{t=1}^{T} x_t \geq cT/2 - o(T)$, which is not sublinear. \qed

From the above observation, we can see that how to update $\kappa_j$ or $\Lambda(\cdot)$ in the process of the algorithm is essential to getting both sublinear regret and sublinear CV performances. In the following two sections, we will propose two algorithms based on two ways of multiplier-updates, which can deal with noiseless and noisy constraint observations, respectively.

5 Noiseless Constraint Observations

In this section, we assume that $g_j, \forall j$ is observed without noise. We will present a penalty approach based on a multiplicative form of performing multiplier-updates. For this multiplier-update strategy (Step 4 of Algorithm 2), we find a class of penalty functions with the form $\Lambda(x) = \psi(x) - 1$ that can achieve a sublinear regret and a sublinear CV by our algorithm called GP-UCB with Noiseless Constraints. The details of the algorithm are shown in Algorithm 2, where $\psi(\cdot)$ needs to satisfy the following properties:

**Assumption 2.** 1. $\psi(x)$ is convex for $x \in \mathcal{X}$. Moreover, $\psi(x) = 1$ when $x \leq 0$ and $\psi(x)$ is strictly increasing when $x > 0$.
2. $\psi(x) \psi(y) \geq \psi(x+y)$ for $x \in \mathcal{X}$ and $y \in \mathcal{X}$.

Property (1) makes $\Lambda(g_j(x)) = 0$ for $g_j(x) \leq 0$ and $\Lambda(g_j(x)) > 0$ for $g_j(x) > 0$, and gives a larger penalty for a larger constraint violation. Property (2) is a new characteristic used in our paper, which does not appear in previous penalty approaches (Bertsekas, 2014) to the best of our knowledge. It is also the most important one because it will lead to the final performance results of Algorithm 2 (see the proof of Theorem 1 for details). A broad class of penalty functions can satisfy these two properties for any compact set $\mathcal{X}$, e.g.,

$$\psi(x) = \begin{cases} 1 & x \leq 0 \\ (cx + 1)^{n} & x \geq 0 \end{cases} \text{ (9)}$$

$$\psi(x) = \begin{cases} 1 & x \leq 0 \\ \exp(cx) & x \geq 0 \end{cases} \text{ (10)}$$

where $n \geq 1$ and $c > 0$ are some constants.

Algorithm 2 can be regarded as an epoch-based algorithm. For epoch $l$, we will run the IGP-UCB method for $f(x) - \sum_{j=1}^{m} \kappa^l_j \psi(g_j(x)) - 1)$ to produce $S$ decisions for $S$ iterations. At the end of each epoch, we will update the multiplier for each constraint as $\kappa^l_j = \kappa^l_j \psi\left(\frac{1}{S} \sum_{s=1}^{S} g_j(x^*_l)\right)$. The updates will force the outputs of the next epoch towards the region within the constraints by enlarging the multiplier of constraints where $\frac{1}{S} \sum_{s=1}^{S} g_j(x^*_l) > 0$.

The analysis of Algorithm 2 needs the following assumption.

**Assumption 3.** $F_l(x) := f(x) - \sum_{j=1}^{m} \kappa^l_j \psi(g_j(x)) - 1$ belongs to some RKHS $H_{k_l}$ with $\|F_l\|_{k_l} < B$.

This assumption constrains the complexity of $F_l(x)$ so that we can use a Bayesian approach to get a guaranteed performance. Because $\kappa^l_j$ is different for each $l$, we may need a different kernel function $k_l$ for each epoch to satisfy the above assumption. See (Picheny et al., 2016) for how to determine the kernel and its hyperparameters.

Now we can show the performance results of Algorithm 2.

**Theorem 1.** Assume that an unconstrained maximizer $x^{**} = \arg \max_{x \in \mathcal{X}} f(x)$ exists and $f(x^{**}) < \infty$. If Assumption 1-3 are satisfied, then running Algo-
Algorithm 2 with time horizon $T = LS$ leads to

$$R_{LS} = \sum_{l=1}^{L} \left( \sum_{s=1}^{S} [f(x^*) - f(x^*_l)] \right)$$

$$= O(BL \sqrt{S \gamma_S} + L \sqrt{S \gamma_S (\gamma_S + \log(L/\delta))}) \quad (11)$$

$$V_{LS} = \| \left( \sum_{l=1}^{L} \sum_{s=1}^{S} g(x^*_l) \right) \|^2$$

$$= O\left( SL^{-1} \left( L + (BL \sqrt{\frac{\gamma_S}{S}} + L \sqrt{\frac{\gamma_S^2 + \gamma_S \log(L/\delta)}{S}}) \right) \right) \quad (12)$$

with probability at least $1 - \delta$, where $\psi^{-1}_+(x)$ is the inverse function of $\psi(x)$ when $x \geq 0$ and $\tilde{\gamma}_S$ is the maximal information gain with time horizon $S$ among $\{k_l\}_{l=1}^L$.

Proof. See Section 1 of Supplementary Material. \qed

Remark 1. From the proof of Theorem 1, we can replace the IGP-UCB method in the inner loops of Algorithm 2 by other unconstrained bandit optimization algorithms (such as GP-TS (Chowdhury and Gopalan, 2017)) that produce a sublinear regret for $f(x) - \sum_{j=1}^{m} k_j^* (\psi(g_j(x)) - 1)$, then we can get a similar result to Theorem 1. Therefore Algorithm 2 can be considered as a universal method for our setup.

Now we turn to the discussion of Theorem 1.

5.1 Choice of $\psi(\cdot)$

For simplicity, we assume that $k_l$’s in Algorithm 2 are all SE kernel functions (1) as an example. The results for other kernel functions can be similarly analyzed using the bound of $\gamma_T$ in the paper (Vakili et al., 2021).

From (Vakili et al., 2021), we know that for SE kernel functions, $\gamma_S = O(\log^{d+1} S)$ where $d$ is the domain dimension. Applying it to (11), we have the bounds of regret as

$$R_{LS} = O(BL \sqrt{S \log^{d+1} S}$$

$$+ L \sqrt{S(\log^{2d+2} S + \log^{d+1} S \log(L/\delta))}) \quad (13)$$

For CV, from (12) we can see that to make it sublinear, we need $n > 1$ if we choose (9) as $\psi(\cdot)$. To obtain the optimal order of CV, we need to choose (10) as $\psi(\cdot)$, which gives the following result:

$$V_{LS} = O(S \log(L + (BL \sqrt{\frac{\log^{d+1} S}{S}}$$

$$+ L \sqrt{\frac{\log^{2d+2} S + \log^{d+1} S \log(L/\delta)}{S}})) \quad (14)$$

From the above results, Algorithm 2 achieves a sublinear regret and a sublinear CV as long as $L = o(T)$ or $S = o(T)$. Particularly, if we choose $L = O(\log(T)$, then the regret matches the lower bound of Bayesian optimization algorithms using SE kernel (Table 1 of (Vakili et al., 2021)) up to a logarithmic factor.

Meanwhile, even though $\psi(x) = \exp(cx)$ gives the optimal order of CV in our theoretical analysis, it makes the multiplier-update, i.e., $k_{j+1}^* = k_j^* \exp \left( \frac{1}{S} \sum_{s=1}^{S} c g_j(x_l^*) \right)$, too aggressive when $\frac{1}{S} \sum_{s=1}^{S} g_j(x_l^*)$ is a large value. As a result, it is easy to make $k_{j+1}^*$ overflow by applying the above update. If so, (9) can be used with a suitable $n$ chosen based on the range of $g(x)$.

5.2 Impacts of $L$ and $S$

In this section, we want to discuss the effects of $S$ and $L$ on the performance of Algorithm 2, which are total inner iterations and total outer iterations, respectively. From (13) and (14), we can see that $R_{LS}$ has a higher order in terms of $L$ and $V_{LS}$ has a higher order in terms of $S$. This is also true for (11) and (12) if $\gamma_S = o(\sqrt{S})$, which is necessary to make $R_{LS}$ sublinear. Since $T = LS$, there exists a tradeoff between the bounds of these two metrics. In the extreme case, if we let $L$ to be constant, then (11) recovers the regret bound of the original IGP-UCB (Chowdhury and Gopalan, 2017), but meanwhile the CV is no longer guaranteed to be sublinear from (12).

This tradeoff can be understood intuitively as follows. If we make $S$ larger, then by running IGP-UCB longer in Algorithm 2, we have a smaller value of $\frac{1}{S} \sum_{s=1}^{S} f(x_l^*) - \sum_{j=1}^{m} k_j^* (\psi(g_j(x_l^*)) - 1)$, which is upper-bounded by the above value, thus the bound of time-averaged regret is also smaller. On the other hand, larger $L$ leads to a smaller $L$ since $T = LS$. Then the updates of multiplier are less frequent, which may make the multiplier not large enough (because multipliers can only be enlarged in the updates) and thus lead to a larger CV. See Figure 1 of Supplementary Material for our demonstration of this tradeoff via an experiment.

Particularly, if $L = S$ and $\psi(x) = \exp(cx)$, then both metrics are sublinear if $\gamma_S + \frac{S}{\delta} = o(\sqrt{S})$, which is determined by $X$ and the kernels used in the algorithm. The original IGP-UCB (Chowdhury and Gopalan, 2017) has the same requirement (without the log term) for a sublinear regret, and it holds when $k_l$ is an SE kernel or a Matérn kernel with a certain $\nu$ by the bounds of $\gamma_S$ shown in the paper.
(Vakili et al., 2021). Particularly, we have $R_T = \tilde{O}(B\sqrt{T^{3/2}\gamma_T} + T^{3/4}\gamma_T)$ and $V_T = \tilde{O}(\sqrt{T})$ with a high probability for Algorithm 2 by neglecting the log terms. Compared with previous methods of OCO shown in Table 1, the CV of Algorithm 2 matches the best bound without assuming that both $f$ and $g$ are convex.

When the constraint function values are observed with noise, Algorithm 2 is not applicable because the penalty function $\psi(\cdot)$ will amplify the observation noise of $g_j$ since $\psi(\cdot)$ is at least higher than 1st-order from the discussion in Section 5.1. This motivates us to propose another method in the next section.

6 Noisy Constraint Observations

In this section, we assume that the observations of constraints contain subGaussian noise, i.e.,

**Assumption 4.** $g_j$ is observed with independent R-subGaussian noise $\varepsilon_j$ for each $j$.

Here the independence is defined with regard to any other noise.

To deal with this case, we change the rule of multiplier updates from a multiplicative form to an additive one and adopt a linear penalty function so that the noise of $g_j$ will not be amplified. The method, called GP-UCB with Noisy Constraints, is shown in Algorithm 3. It needs the following assumption similar to Assumption 3:

**Assumption 5.** $G_l(x) := f(x) - \sum_{j=1}^{m} \kappa_j^l g_j(x)$ belongs to some RKHS $H_{k_l}$ with $\|G_l\|_{k_l} < B$.

Algorithm 3 is an epoch-based method with a similar structure to Algorithm 2. However, due to the existence of the noise in the multiplier-updates, the proof of its performance results are far more complex. Since Algorithm 3 utilizes a less sharp penalty function, it needs more assumptions to guarantee the performance, which are listed as follows.

**Assumption 6.** $|f(x)| \leq Q$ and $|g_j(x)| \leq M$ for each $j$ and $x \in \mathcal{X}$.

**Assumption 7.** There is a point $y$ s.t. $g_j(y) \leq -\epsilon, \forall j$, where $\epsilon > 0$.

Assumption 6 requires the objective and the constraint functions to be bounded within $\mathcal{X}$, otherwise linear functions cannot incur enough penalty to constraint violation. Assumption 7 is Slater’s condition (Boyd et al., 2004), which is commonly-used in constrained optimization. With these assumptions, we have the following results for Algorithm 3.

**Theorem 2.** If Assumption 1 and 4-7 are satisfied

<table>
<thead>
<tr>
<th>Algorithm 3 GP-UCB with Noisy Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initialize $\kappa_j^1 = 0$ for all $j$.</td>
</tr>
<tr>
<td>for $l = 1, \ldots, L$ do</td>
</tr>
<tr>
<td>Make the following $S$ decisions sequentially:</td>
</tr>
<tr>
<td>${x_1^l, \ldots, x_S^l} = \text{IGP-UCB}(f(x) - \sum_{j=1}^{m} \kappa_j^l g_j(x), k_l, B, \sqrt{(1 + \sum_{j=1}^{m} (\kappa_j^l)^2)R} \lambda, \delta/(2L), S)$,</td>
</tr>
<tr>
<td>while obtaining $S$ observations ${f(x_1^s) + \varepsilon_j^s}<em>{s=1}^{S}$ and ${g_j(x_1^s) + \varepsilon_j^s}</em>{s=1}^{S}, \forall j$ sequentially with the above outputs, where $\varepsilon_j^s$ is the observation noise of $f$ and $\varepsilon_j^s$ is the observation noise of $g_j$.</td>
</tr>
<tr>
<td>Set $\kappa_j^{l+1} = [\kappa_j^l + \mu \sum_{s=1}^{S} (g_j(x_1^s) + \varepsilon_j^s)]/S, \forall j$</td>
</tr>
<tr>
<td>end for</td>
</tr>
<tr>
<td>Output: ${{x_1^l}<em>{s=1}^{S}}</em>{l=1}^{L}$</td>
</tr>
</tbody>
</table>

with $\epsilon > 4(R\sqrt{2\gamma_S^2 + 2 + 2\log \frac{2L}{\delta}})/\sqrt{(S + 2)\gamma_S^2 + 2R(4m/S + \log(2L/d)/S)}$, then running Algorithm 3 with time horizon $T = LS$ with $\mu = O(1/\sqrt{T})$ leads to

$R_{LS} = O\left(L(B + \sqrt{\gamma_S + \log \frac{2L}{\delta}})\sqrt{S\gamma_S + S\sqrt{L}}\right)$

$V_{LS} = O(L\sqrt{S\log(L/\delta) + S\sqrt{L}})$

with a probability at least $1 - \delta$, where $\gamma_S$ is the maximal information gain with time horizon $S$ among $\{k_l\}_{l=1}^{L}$.

**Proof.** See Section 3 of Supplementary Material.

**Remark 2.** Unlike Algorithm 2, it is nontrivial to extend our results to the case where IGP-UCB in Algorithm 3 is replaced by other unconstrained methods.

The proof of Theorem 2 is different from Theorem 1 due to the fact that the noise in the observation of $f(x) - \sum_{j=1}^{m} \kappa_j^l g_j(x)$ is $\sqrt{1 + \sum_{j=1}^{m} (\kappa_j^l)^2}R$-subGaussian. If the values of $\kappa_j^l$ are related to time horizon $l$, then we cannot directly utilize Lemma 1 in our proof, where the subGaussian parameter is assumed to be constant. Therefore, we take most efforts to prove the order of $\kappa_j^l$ to get the final result, which is the most difficult part of our proof.

Compared with Algorithm 2, Algorithm 3 suffers from a higher order of CV due to the existence of noise in the constraint observations and the fact that a linear penalty function cannot incur a penalty that is as strong as the one in Algorithm 2. Particularly, if we choose $L = S$, then we achieve $R_T = \tilde{O}(B\sqrt{T^{3/2}\gamma_T} + T^{3/4}\gamma_T)$ with a high probability for Algorithm 2 by neglecting the log terms. Compared with previous methods of OCO shown in Table 1, the CV of Algorithm 2 matches the best bound without assuming that both $f$ and $g$ are convex.
\( \hat{O}(B \sqrt{T^{3/4} \gamma_{T} / \tau} + T^{3/4} \gamma_{T} / \tau) \) and \( V_T = \hat{O}(T^{3/4}) \) with a high probability by neglecting the log terms, and the regret is in the same order with the one of Algorithm 2 selecting \( L = S \). Similar to Algorithm 2, both metrics are sublinear if \( \gamma_S + \log 2L/S \geq o(\sqrt{S}) \). Meanwhile with this choice, the right hand side of \( \epsilon > 4(R \sqrt{2\gamma_S + 2 + 2 \log 2L/S}) \sqrt{(S + 2)\gamma_S / S + 2R(\sqrt{4m/S} + \sqrt{\log(2L/\delta) / S})} \) in Theorem 2 won’t increase as \( L \) and \( S \) increase, which becomes \( \epsilon > 4(R \sqrt{2\gamma_1 + 2 + 2 \log 2/S}) \sqrt{3\gamma_1} + 2R(\sqrt{4m} + \sqrt{\log(2/\delta)}) \).

7 Conclusion

In this paper, motivated by problems from diverse domains, we presented two provably good Bayesian methods for stochastic continuum-armed bandit with long-term constraints. Specifically, when the constraint value is observed without noise, we used a class of penalty functions based on a multiplicative form of multiplier-updates in our first method to get a bound of constraint violation that can match the best result of previous methods, along with a sublinear regret. For the case of noisy constraint observations, we proposed another method based on an additive way of multiplier-updates with a linear penalty function to avoid noise amplification, which can produce a sublinear CV and the same order of regret with the first method. By conducting two experiments, we demonstrated the efficiency of our algorithms compared with two methods in online convex optimization and Bayesian optimization.
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A Proof of Theorem 1

Within epoch \(l\) of Algorithm 2, we can utilize Lemma 1 in the main paper for IGP-UCB to give the following result due to Assumption 1 and 3:

With probability at least \(1 - \delta/L\), we have:

\[
\sum_{s=1}^{S} [f(x^*_s) - \sum_{j=1}^{m} \kappa_j^l(\psi(g_j(x^*_s))) - 1] - f(x^*_s) + \sum_{j=1}^{m} \kappa_j^l(\psi(g_j(x^*_s))) - 1] = O(B\sqrt{S\gamma^l_S} + \sqrt{S\gamma^l_S(\gamma^l_S + \log(L/\delta))})
\]

(15)

for an \(l\), where \(x^*_s = \arg\max_{x \in \mathcal{X}} f(x) - \sum_{j=1}^{m} \kappa_j^l(\psi(g_j(x))) - 1\) and \(\gamma^l_S\) is information gain with time horizon \(S\) for \(k_l\).

Meanwhile, by the definition of \(x^*\) and \(x^*_s\), we have

\[
f(x^*) = f(x^*_s) - \sum_{j=1}^{m} \kappa_j^l(\psi(g_j(x^*_s))) - 1 \\
\leq f(x^*_s) - \sum_{j=1}^{m} \kappa_j^l(\psi(g_j(x^*_s))) - 1
\]

since \(g_j(x^*) \leq 0, \forall j\). Applying the above inequality to (15), we have

\[
\sum_{s=1}^{S} [f(x^*) - f(x^*_s) + \sum_{j=1}^{m} \kappa_j^l(\psi(g_j(x^*_s))) - 1] = O(B\sqrt{S\gamma^l_S} + \sqrt{S\gamma^l_S(\gamma^l_S + \log(L/\delta))})
\]

(16)

for an \(l\) with probability at least \(1 - \delta/L\). Now by the union bound, with probability at least \(1 - \delta\), we have

\[
\sum_{l=1}^{L} \sum_{s=1}^{S} [f(x^*) - f(x^*_s) + \sum_{j=1}^{m} \kappa_j^l(\psi(g_j(x^*_s))) - 1] = O(BL\sqrt{S\gamma^l_S} + L \sqrt{S\gamma^l_S(\gamma^l_S + \log(L/\delta))})
\]

(17)

To bound \(R_{LS} = \sum_{l=1}^{L} \sum_{s=1}^{S} (f(x^*) - f(x^*_s))\), we need to bound \(\sum_{l=1}^{L} \sum_{s=1}^{S} \kappa_j^l(\psi(g_j(x^*_s))) - 1\) for any \(j\). By convexity of \(\psi(\cdot)\), we have

\[
\sum_{l=1}^{L} \kappa_j^l \sum_{s=1}^{S} (\psi(g_j(x^*_s))) - 1) \geq \sum_{l=1}^{L} \kappa_j^l (\psi(\sum_{s=1}^{S} g_j(x^*_s))/S) - 1
\]

(18)

Since \(\kappa_j^{l+1} = \kappa_j^l \psi(\sum_{s=1}^{S} g_j(x^*_s)/S)\) from Algorithm 2, we have \(S\kappa_j^l (\psi(\sum_{s=1}^{S} g_j(x^*_s))/S) - 1 = (\kappa_j^{l+1} - \kappa_j^l)\).

Therefore, along with \(\kappa_j^1 = 1\), we have

\[
S \sum_{l=1}^{L} \kappa_j^l (\psi(\sum_{s=1}^{S} g_j(x^*_s))/S) - 1) = (\kappa_j^{l+1} - \kappa_j^l) = S\prod_{l=1}^{L} \psi(\sum_{s=1}^{S} g_j(x^*_s)/S) - 1
\]

(19)
By Assumption 2, we have
\[ \prod_{l=1}^{L} \psi\left(\sum_{s=1}^{S} g_j(x_l^s)/S\right) \geq \psi\left(\sum_{l=1}^{L} \sum_{s=1}^{S} g_j(x_l^s)/S\right) \]  \hspace{1cm} (20)

Now, since \( 0 \leq \Delta = f(x^{**}) - f(x^*) < \infty \) by the assumption, along with (18),(19) and (20), we have
\[
-LS\Delta = \sum_{l=1}^{L} \sum_{s=1}^{S} (f(x^*) - f(x^{**}))
\]
\[
\leq \sum_{l=1}^{L} \sum_{s=1}^{S} (f(x^*) - f(x_l^s))
\]
\[
\leq O\left(BL\sqrt{S\gamma_S} + L\sqrt{S\gamma_S}\gamma_S + \log(L/\delta)\right) - S \sum_{j=1}^{m} \psi\left(\sum_{l=1}^{L} \sum_{s=1}^{S} g_j(x_l^s)/S\right) - 1).
\]  \hspace{1cm} (21)

with probability at least \( 1 - \delta \). Therefore,
\[
S \sum_{j=1}^{m} \psi\left(\sum_{l=1}^{L} \sum_{s=1}^{S} g_j(x_l^s)/S\right) - 1 \leq LS\Delta + O\left(BL\sqrt{S\gamma_S} + L\sqrt{S\gamma_S}\gamma_S + \log(L/\delta)\right)
\]  \hspace{1cm} (22)

with probability at least \( 1 - \delta \). Since \( \psi\left(\sum_{l=1}^{L} \sum_{s=1}^{S} g_j(x_l^s)/S\right) - 1 \geq 0 \) for any \( j \), we have
\[
S\left(\psi\left(\sum_{l=1}^{L} \sum_{s=1}^{S} g_j(x_l^s)/S\right) - 1\right) = O\left(LS + BL\sqrt{S\gamma_S} + L\sqrt{S\gamma_S}\gamma_S + \log(L/\delta)\right)
\]
for any \( j \) with probability at least \( 1 - \delta \), which results in
\[
\sum_{l=1}^{L} \sum_{s=1}^{S} g_j(x_l^s) = O\left(S\psi^{-1}_+\left(L + (BL\sqrt{S\gamma_S} + L\sqrt{S\gamma_S}\gamma_S + \log(L/\delta))/S\right)\right)
\]
for any \( j \) with probability at least \( 1 - \delta \) from (22). The above bound gives the final result of CV.

Meanwhile, since \( S \sum_{j=1}^{m} \psi\left(\sum_{l=1}^{L} \sum_{s=1}^{S} g_j(x_l^s)/S\right) - 1 \geq 0 \), we have
\[
R_{LS} = O(BL\sqrt{S\gamma_S} + L\sqrt{S\gamma_S}\gamma_S + \log(L/\delta)\))
\]  \hspace{1cm} (23)

with probability at least \( 1 - \delta \) from (22). The above bound gives the final result of CV.

## B Performance of Algorithm 2 for Other Definitions of Regret

We note that there are some works, such as Yu et al. (2017), which define regret as \( \sum_{t=1}^{T}[f^t(x^*) - f^t(x_t)] \) with \( x^* = \arg\max_{x \in X} \{ \sum_{t=1}^{T} f^t(x) \} \) s.t. \( g(x) \leq 0 \). In our setup, \( f^t \) is a realization of \( f \) at time \( t \). So it is easy to extend our results to this regret by a similar proof to the one of Theorem 1, with assumptions that an unconstrained maximizer \( x^{**} = \arg\max_{x \in X} \sum_{t=1}^{T} f^t(x) \) exists and \( f^t(x^{**}) < \infty \) for any \( l \) and \( s \). Here \( f^t_l(x) = f(x) + \epsilon^t_l \) is a realization at iteration \( s \) of epoch \( l \) in Algorithm 2. The only difference in this extension is to utilize the Hoeffding inequality for \( \sum_{s=1}^{S} f^t_l(x) - Sf(x) \) to get a bound of \( \sum_{s=1}^{S} f^t_l(x^*) - f^t_l(x_t^s) + \sum_{j=1}^{m} \kappa_j^l S^{1/2} \psi(cg_j(x_t^s)) \) based on (15). Then following the same procedure of the proof for Theorem 1, we can get the result which has the same order with Theorem 1.

## C Proof of Theorem 2

For epoch \( l \) of Algorithm 3, we cannot directly use Lemma 1 in the main paper to give an intermediate result like (15). It is because the distribution of total observation noise for \( f(x) - \sum_{j=1}^{m} \kappa_j^l g_j(x) = \sqrt{1 + \sum_{j=1}^{m} (\kappa_j^l)^2 R}\) subGaussian and \( \kappa_j^l \) can be related to \( l \) due to the multiplier update. Meanwhile, from Theorem 1 of Chowdhury and Gopalan (2017), we have the following lemma.
Lemma 2. With Assumption 1, 4 and 5, for a given \( \eta > 0 \) we have
\[
||\varepsilon_{l,s}^{1:s} + \sum_{j=1}^{m} \kappa_j^l \varepsilon_{l,j}^s ||^2_{((K_s + \eta I)^{-1} + I)^{-1}} \leq 2(1 + \sum_{j=1}^{m} (\kappa_j^l)^2) R^2 \log(\frac{2L \sqrt{\det((1+\eta)I + K_s)}}{\delta})
\]  
 simultaneuosly over all \( s > 0 \) for an \( l \) with probability at least \( 1 - \delta/(2L) \), where \( \varepsilon_{l,s}^{1:s} = [\varepsilon_{l,1}^s, \ldots, \varepsilon_{l,s}^s] \) and \( \varepsilon_{l,j}^s = [\varepsilon_{l,j,1}^s, \ldots, \varepsilon_{l,j,s}^s] \) are previous observation noise in epoch \( l \), \( K_s \) is an \( s \times s \) matrix defined in Section 2 of the main paper, \( ||x||_A = \sqrt{x^T A x} \) for a matrix \( A \) and \( I \) is an \( s \times s \) identity matrix.

Now following the same proof procedure of Lemma 1 in the main paper, we can get the following lemma:

Lemma 3. With probability at least \( 1 - \delta/(2L) \), we have
\[
\sum_{s=1}^{S} [f(x^*) - \sum_{j=1}^{m} \kappa_j^l g_j(x^*) - f(x^*_l)] \leq 4 \left( B + \sqrt{(1 + \sum_{j=1}^{m} (\kappa_j^l)^2) R \sqrt{2(\gamma_l^1 + 1 + \log \frac{2L}{\delta})}} \right) \sqrt{(S + 2)\gamma_l^S}
\]  
 for an \( l \), where \( x_l^* = \arg \max_{x \in X} f(x) - \sum_{j=1}^{m} \kappa_j^l g_j(x) \) and \( \gamma_l^S \) is information gain with time horizon \( S \) for \( k_l \).

Denote the above event as \( E_l(\delta) \).

Meanwhile, by positivity of \( \kappa_j^l \), the definition of \( x^* \) and \( x_l^* \), we have
\[
f(x^*) \leq f(x_l^*) - \sum_{j=1}^{m} \kappa_j^l g_j(x^*) \leq f(x_l^*) - \sum_{j=1}^{m} \kappa_j^l g_j(x_l^*)
\]

So using the event \( E_l(\delta) \), for an \( l \)
\[
\sum_{s=1}^{S} [f(x^*) - f(x_l^*) + \sum_{j=1}^{m} \kappa_j^l g_j(x_l^*)] \leq 4 \left( B + \sqrt{(1 + \sum_{j=1}^{m} (\kappa_j^l)^2) R \sqrt{2(\gamma_l^1 + 1 + \log \frac{2L}{\delta})}} \right) \sqrt{(S + 2)\gamma_l^S}
\]
 with probability at least \( 1 - \delta/(2L) \).

Now, since \( \kappa_j^{L+1} = \kappa_j^l + \mu \sum_{s=1}^{S} (g_j(x_l^s) + \varepsilon_{l,j}^s)/S \geq \kappa_j^l + \mu \sum_{s=1}^{S} (g_j(x^*_l) + \varepsilon_{l,j}^s)/S \), we have
\[
\kappa_j^{L+1} \geq \mu \sum_{l=1}^{L} \sum_{s=1}^{S} (g_j(x^*_l) + \varepsilon_{l,j}^s)/S
\]

Also define another event \( G_l(\delta) \) as
\[
\sqrt{\sum_{j=1}^{m} \sum_{s=1}^{S} \varepsilon_{l,j}^s}^2 \leq 2R(\sqrt{4mS} + \sqrt{S \log(2L/\delta)}),
\]
 which occurs with probability at least \( 1 - \delta/(2L) \) for an \( l \) from Theorem 8.3 of lec. Using the events \( \{G_l(\delta)\}_{l=1}^{L} \) and (26), we have
\[
V_{LS} \leq \frac{S||\kappa^{L+1}||_F}{\mu} + \frac{L}{\mu} \sqrt{\sum_{j=1}^{m} \sum_{s=1}^{S} \varepsilon_{l,j}^s}^2 \leq \frac{S||\kappa^{L+1}||_F}{\mu} + 2RL(\sqrt{4mS} + \sqrt{S \log(2L/\delta)})
\]
with probability at least \(1 - \delta/2\), where \(\kappa^l = [\kappa^l_1, \ldots, \kappa^l_m]\). From (25) and (27), we find that to obtain the bounds of \(R_{LS}\) and \(V_{LS}\), it is important to bound \(||\kappa^l||\). We will do it in the following.

Since \(\kappa^{l+1}_j = [\kappa^l_j + \mu \sum_{s=1}^S (g_j(x^*_s) + \epsilon^*_s, j)/S]^{+}\), we have

\[
(\kappa^{l+1}_j)^2 \leq (\kappa^l_j + \mu \sum_{s=1}^S (g_j(x^*_s) + \epsilon^*_s, j)/S)^2
\]

which leads to

\[
\sum_{s=1}^S \kappa^l_j(g_j(x^*_s) + \epsilon^*_s, j) \geq \sum_{s=1}^S (\kappa^{l+1}_j)^2 - (\kappa^l_j)^2 + \sum_{s=1}^S (g_j(x^*_s) + \epsilon^*_s, j)/S)^2
\]

\[
\geq \sum_{s=1}^S (\kappa^{l+1}_j)^2 - (\kappa^l_j)^2 - \frac{\mu}{2} \sum_{s=1}^S (g_j(x^*_s) + \epsilon^*_s, j) + \sum_{s=1}^S \epsilon^*_s)^2
\]

So using the event \(G_l(\delta)\) along with the assumption \(|g_j(x)| \leq M\) and Cauchy-Swartz inequality, we have for an \(l\)

\[
\sum_{j=1}^m \sum_{s=1}^S \kappa^l_j g_j(x^*_s) \geq \sum_{s=1}^S ||\kappa^{l+1}||^2 - ||\kappa^l||^2 - mS\mu M^2 - 4\mu R^2(\sqrt{4m} + \sqrt{\log(2L/\delta)})^2
\]

\[
- 2R||\kappa^l|| \cdot (\sqrt{4Sm} + \sqrt{S\log(2L/\delta)})
\]

with probability at least \(1 - \delta/(2L)\).

From Assumption 7, there is a point \(y\) s.t. \(g_j(y) \leq -\epsilon, \forall j\), where \(\epsilon > 0\). Using this point and \(E_l(\delta)\), we have

\[
\sum_{s=1}^S [f(y) - \sum_{j=1}^m \kappa^l_j g_j(y) - f(x^*_s) + \sum_{j=1}^m \kappa^l_j g_j(x^*_s)]
\]

\[
\leq \sum_{s=1}^S [f(x^*_s) - \sum_{j=1}^m \kappa^l_j g_j(x^*_s) - f(x^*_s) + \sum_{j=1}^m \kappa^l_j g_j(x^*_s)]
\]

\[
\leq 4 \left( B + \sqrt{(1 + \sum_{j=1}^m (\kappa^l_j)^2)\frac{R}{2(\gamma^l_S + 2 + \log \frac{2L}{\delta})}} \right) \sqrt{(S + 2)\gamma^l_S}
\]

\[
\leq 4 \left( B + (1 + ||\kappa^l||)R\sqrt{(\gamma^l_S + 1 + \log \frac{2L}{\delta})} \right) \sqrt{(S + 2)\gamma^l_S}
\]

(29)

for an \(l\) with probability at least \(1 - \delta/(2L)\), where the last inequality comes from positivity of \(\kappa^l_j\).

Meanwhile from (28) and Assumption 6, we have with probability at least \(1 - \delta/(2L)\),

\[
\sum_{s=1}^S [f(y) - \sum_{j=1}^m \kappa^l_j g_j(y) - f(x^*_s) + \sum_{j=1}^m \kappa^l_j g_j(x^*_s)]
\]

\[
\geq -2SQ + S \sum_{j=1}^m \kappa^l_j \epsilon + S \sum_{s=1}^S \kappa^l_j g_j(x^*_s)
\]

\[
\geq -2SQ + S\epsilon||\kappa^l|| + S||\kappa^{l+1}||^2 - ||\kappa^l||^2
\]

\[
- mS\mu M^2 - 4\mu R^2(\sqrt{4m} + \sqrt{\log(2L/\delta)})^2 - 2R||\kappa^l|| \cdot (\sqrt{4Sm} + \sqrt{S\log(2L/\delta)})
\]

(30)

for an \(l\), where the second inequality utilizes the positivity of \(\kappa^l_j\). Now from (29), (30) and the union bound, we have for an \(l\)

\[
-2SQ + S\epsilon||\kappa^l|| + S||\kappa^{l+1}||^2 - ||\kappa^l||^2 - mS\mu M^2 - 4\mu R^2(\sqrt{4m} + \sqrt{\log(2L/\delta)})^2
\]

\[
- 2R||\kappa^l|| \cdot (\sqrt{4Sm} + \sqrt{S\log(2L/\delta)}) \leq 4 \left( B + (1 + ||\kappa^l||)R\sqrt{(\gamma^l_S + 1 + \log \frac{2L}{\delta})} \right) \sqrt{(S + 2)\gamma^l_S}
\]

(31)
with probability at least \(1 - \frac{\delta}{L}\). Meanwhile, using \(G_t(\delta)\) with the multiplier-update relation, we have

\[
||\kappa'|| \geq ||\kappa'^{t+1}|| - ||\kappa'^{t} - \kappa'|| \geq ||\kappa'^{t+1}|| - (\sqrt{m\mu M + 2\mu R(\sqrt{4m} + \sqrt{\log(2L/\delta)})/S})
\] (32)

with probability at least \(1 - \frac{\delta}{(2L)}\). Now we will prove the following bound using (31) and (32) by induction.

\[
||\kappa'|| \leq \sqrt{m\mu M + 2\mu R(\sqrt{4m} + \sqrt{\log(2L/\delta)})/S)}
+ \frac{2Q + 4(B + R\sqrt{2(\gamma^l_S + 1 + \log \frac{2L}{\delta})})\sqrt{(S + 2)\gamma^l_S/S + m\mu M^2 + 4\mu R^2(\sqrt{4m} + \sqrt{\log(2L/\delta)})^2/S}}{\epsilon - 4(R\sqrt{2(\gamma^l_S + 1 + \log \frac{2L}{\delta})})\sqrt{(S + 2)\gamma^l_S/S - 2R(\sqrt{4m} + \sqrt{\log(2L/\delta)})/S}}
\] (33)

which occurs for an \(l\) with probability at least \(1 - \frac{\delta}{L}\).

- From the requirement of Theorem 2, the above bound is positive. Since \(\kappa^j = 0\) for all \(j\), the above bound is right for \(\kappa\).
- Suppose that \(||\kappa'||\) is less or equal to the right-hand side of (33)
- If \(||\kappa'^{t+1}||\) is larger than the right-hand side of (33), then from (32),

\[
||\kappa'|| > \frac{2Q + 4(B + R\sqrt{2(\gamma^l_S + 1 + \log \frac{2L}{\delta})})\sqrt{(S + 2)\gamma^l_S/S + m\mu M^2 + 4\mu R^2(\sqrt{4m} + \sqrt{\log(2L/\delta)})^2/S}}{\epsilon - 4(R\sqrt{2(\gamma^l_S + 1 + \log \frac{2L}{\delta})})\sqrt{(S + 2)\gamma^l_S/S - 2R(\sqrt{4m} + \sqrt{\log(2L/\delta)})/S}}
\]

By (31) and the above inequality, we have \(||\kappa'^{t+1}||^2 < ||\kappa'||^2\), which leads to contradiction. Therefore, \(||\kappa'^{t+1}||\) is also less or equal than the right-hand side of (33)

Since \(\mu = O(1/\sqrt{L})\), \(||\kappa'|| = O(1)\) from (33) when both \(L\) and \(S\) goes to infinity. Therefore from (28) and (33), we have

\[
- \sum_{j=1}^m \sum_{t=1}^L \sum_{s=1}^S \kappa^j S \gamma S (x^*_t) = O(S\sqrt{L} + L\sqrt{S\log(L/\delta)})
\] (34)

with probability at least \(1 - \frac{\delta}{L}\) because (28) happens due to the event \(G_t(\delta)\), and (33) happens due to the two events \(G_t(\delta)\) and \(E_t(\delta)\). It leads to

\[
R_{LS} = \sum_{l=1}^L \sum_{s=1}^S [f(x^*) - f(x^*_t)] = O\left(L(B + \sqrt{\gamma_S + \log \frac{2L}{\delta}})\sqrt{S\gamma_S/S} + S\sqrt{L}\right)
\]

with probability at least \(1 - \frac{\delta}{L}\) by (25) and (34) because (25) happens due to the event \(E_t(\delta)\) and (34) happens due to the events \(G_t(\delta)\) and \(E_t(\delta)\).

From (27) and (33),

\[
V_{LS} = O(L\sqrt{S\log(L/\delta)} + S\sqrt{L})
\]

with probability at least \(1 - \frac{\delta}{L}\) because (27) happens due to the event \(G_t(\delta)\) and (33) happens due to the events \(G_t(\delta)\) and \(E_t(\delta)\).

## D Performance of Algorithm 3 for Other Definitions of CV

There are some works such as Chen and Giannakis (2018); Cao and Liu (2018) defining CV as \(||\sum_{t=1}^T g^t(x_t)||^+\|\) for time-varying constraint functions \(g^t\). Since in our setup, \(g^t(x) = g_j(x) + \epsilon_j\) where \(\epsilon_j\) is from a subGaussian distribution, we can get the result of this CV based on our result of Theorem 2 by using the Hoeffding inequality, which yields the same order with our result.
E Experiments

In this section, we will conduct two experiments to demonstrate the efficiency of our methods through comparison with two benchmarks. The first benchmark is constrained OCO with bandit feedback proposed in Cao and Liu (2018), and the second is ADMMBO proposed in Ariafar et al. (2019) as a representation of constrained BO. The section numbers mentioned in the following are referred as the ones in this appendix if there is no explicit statement.

E.1 Test Problem with a Small Feasible Region

First, we use one synthetic function to test our methods, which were also used in previous works on constrained BO Ariafar et al. (2019); Gardner et al. (2014). Consider our setup with two-dimensional $X = [0, 6]^2$, $f(x) = -\sin(x(1)) - x(2)$ and $g(x) = \sin(x(1))\sin(x(2)) + 0.95$. This is a challenging problem since both reward and constraint functions are highly nonlinear. Meanwhile, the feasible area $g(x) \leq 0$ within $X$ is very small, which makes the problem more difficult.

E.1.1 Noiseless Constraint Observations

First we consider the case where $f(x)$ is observed with a Gaussian noise sampled from $\mathcal{N}(0, 0.01)$ and $g(x)$ is observed without noise. The reason why we use the noise variance of 0.01 is that the optimal value is already very small, which is around $-0.25$.

Here we want to use this experiment to demonstrate the effects of $L$ and $S$ for Algorithm 2. We use $\psi(x) = \exp(x)$ and set $S = 20$. We use Matérn kernel with $\nu = 2.5$ as the kernel function. Figure 1 shows the average regret and CV of Algorithm 2 with different $L$ and $S$, each for 20 runs. From the figure, we can see that regret-CV tradeoff happens for the three choices connected by arrows. The reason why it does not happen for the other two choices may be due to the constant factor in the bounds. But still, we can see that more frequent multiplier-updates can help reduce the CV of our algorithm.

Now we compare Algorithm 2 with constrained OCO with bandit feedback and ADMMBO for this problem. In the following, we choose $S = 20$ while the other hyperparameters are the same with the above. The hyperparameters in the OCO method are set to achieve the best performance. The original code of ADMMBO for this problem can be accessible at https://github.com/SetarehAr/ADMMBO, where we add noise to the observation values of the reward function.

In Figure 2, we show the boxplots of the time-averaged regret and time-averaged CV for these three methods. Each method is run for 100 times starting from different initial points. For Algorithm 2 and OCO, we choose the total time horizon to be 350 and plot the boxplots for every 20 iterations, while for ADMMBO, we cannot do that because it has its own stopping criteria (the change of a parameter is less than a threshold). Therefore, the time horizon of ADMMBO is limited to be around 90 for these 100 runs and the boxplots are plotted for every 5 iterations. From the figure, we can see clearly that the regret and CV of Algorithm 2 are sublinear with a high probability, whereas the regret and CV of the other two methods are almost linear after few iterations. For OCO, the reason is that $f$ and $g$ are both nonconvex and the algorithm may be stuck at zero gradient points that are suboptimal. For ADMMBO, the method is not designed for our performance metrics even though using
Figure 2: Boxplots of Algorithm 2, OCO and ADMMBO over 100 runs for Section E.1.1.
a Bayesian approach as well.

To make the comparison of these three methods more straightforward, we also plot the means of their performance metrics over the 100 runs and put them together in Figure 3. Since the whole time horizon of ADMMBO is only around 90, we only show the first 100 iterations of Algorithm 2 and OCO for a more clear illustration. From the figure, we can see that the mean regret and CV of Algorithm 2 are both sublinear, and their time-averaged values tend to 0 in the whole process. For OCO, its performance metrics almost never change after few iterations. It may be stuck at some suboptimal point. For ADMMBO, its performance metrics are also worse than our method.

E.1.2 Noisy Constraint Observations

In this part, we assume that the constraint $g(x)$ is also observed with noise sampled from $N(0,0.01)$. We choose the variance to be 0.01 due to the small values of $g(x)$. Other problem settings are the same with Section E.1.1. Now we apply Algorithm 3, constrained OCO with bandit feedback and ADMMBO to this problem. Particularly in Algorithm 3, we choose $\mu = 0.5$ in its multiplier update. Other hyperparameters of Algorithm 3 are the same with Algorithm 2 in Section E.1.1. The hyperparameters in the OCO method are set to achieve the best performance.

In Figure 4, the boxplots of time-averaged regret and time-averaged CV are shown for these three methods. The experiment setup is the same with Section E.1.1, and the time horizon of ADMMBO is still limited to 90 because of its stopping criteria. From the figures, we can see that the regret and CV of Algorithm 3 are still sublinear. However, the convergence of the time-averaged CV is slower than Algorithm 2, which is predicted by our theoretical results. For the methods of OCO and ADMMBO, the reduction of the time-averaged regret and CV is much smaller compared with Algorithm 3. Compared with Figure 4c, ADMMBO produces more outliers with larger regrets than the case in Section E.1.1. On the other hand, it is surprising that its CV is better than the noiseless case in the last few iterations compared with Figure 2c. We don’t know the reason since it uses a more complex utility function (expected improvement) and has no theoretical results for our metrics. For OCO, it has almost the same performance with the one shown in Figure 2, and it is achieved by using a smaller stepsize in this experiment ($\eta$ in Cao and Liu (2018)).

In Figure 5, we plot the means of the performance metrics for these three methods and put them together for comparison similar to Section E.1.1. It is much easier to see that Algorithm 3 has the best performance among these three methods, and meanwhile a slower convergence of the time-averaged CV compared with Algorithm 2.

E.2 Data Rate Allocation Problem

In this part, we will consider the data rate allocation problem mentioned in Section 3 of the main paper. This experiment is based on the first experiment of Lee et al. (2005). Suppose that there are 4 servers with 2 classes
Figure 4: Boxplots of Algorithm 3, OCO and ADMMBO over 100 runs for Section E.1.2.

Figure 5: Comparison of Algorithm 3, OCO and ADMMBO in terms of means over 100 runs for Section E.1.2.
of utility functions:

\[
U_i(x(i)) = c_i \left( \frac{1}{1 + \exp(-a_i(x(i) - b_i))} + d_i \right), \quad \text{for } i = 1, 3
\]

\[
U_4(x(i)) = c_i (\log(a_i x(i) + b_i) + d_i), \quad \text{for } i = 2, 4
\]

where \(x(i)\) is the data rate allocated for Server \(i\) from range \([0, 2]\). \(a_i, b_i, c_i\) and \(d_i\) are all constants, whose values are set to be the same with the first experiment of Lee et al. (2005). Each utility function can represent QoS for different classes of service Lee et al. (2005) and is observed with a measurement error sampled from \(\mathcal{N}(0, 0.01)\). Meanwhile, we assume that the electricity cost for the data rates \(x = [x(1), x(2), x(3), x(4)]\) is

\[
h(x) = 1 + 0.2x(1) + 0.4x(2) + 0.8x(3) + 1.2x(4)
\]

and the time-averaged electricity budget is \(B = 3\). Different coefficients represent the electricity pricing in different locations and \(h([0, 0, 0, 0]) = 1\) represents the electricity cost for the infrastructure. For this problem \(g(x) = 0.2x(1) + 0.4x(2) + 0.8x(3) + 1.2x(4) - 2\).

### E.2.1 Noiseless Constraint Observations

Still, we first consider the case where \(g(x)\) is observed without noise. We apply Algorithm 2, constrained OCO with bandit feedback and ADMMBO to this problem. The hyperparameters of Algorithm 2 in this experiment are the same with Section E.1.1. The hyperparameters of OCO are set to achieve its best performance. For ADMMBO, we modify its code of a 4d example at https://github.com/SetarehAr/ADMMBO.

The boxplots of these three algorithms are shown in Figure 6 in terms of the time-averaged utility and CV, where the time horizon of Algorithm 2 and OCO is set to be 350 and the one of ADMMBO is limited to around 50 due to its stopping criteria. All these algorithms are run for 100 times. Since we do not know the optimal value of this problem, we only show the expected utility achieved by each method here. From the figures, we can see that the CV of Algorithm 2 is sublinear and its time-averaged values approach 0 as \(T\) increases. Its expected utility also converges to a certain value. Compared with Algorithm 2, ADMMBO and OCO have higher utility values, but these values are achieved with a time-averaged CV away from 0 with a high probability. The CV of ADMMBO is more random because it is not designed for our performance metrics. For OCO, it can still achieve zero time-averaged CV with a certain probability, but most of the runs are stuck at suboptimal points due to nonconvexity of utility functions.

The means of their performance metrics are presented in Figure 7. We only show the first 100 iterations of Algorithm 2 and OCO for ease of comparison. This figure demonstrates the efficiency of our algorithm for satisfying the long-term constraint.

### E.2.2 Noisy Constraint Observations

In this part, \(g(x)\) is also observed with random noise sampled from a uniform distribution \(\text{Unif}([-0.2, 0.2])\), where the noise is due to the variation of electricity pricing. We use this problem to test Algorithm 3 in comparison with constrained OCO with bandit feedback and ADMMBO. The hyperparameters of Algorithm 3 are the same with Section E.1.2, and the ones of OCO are set to achieve the best performance.

In Figure 8, we present the boxplots of these three methods over 100 runs. Particularly, the first two figures show that the CV of Algorithm 3 is sublinear, whose time-averaged values approach 0, and that its expected utility converges to a certain value. Compared with Figure 6b, the convergence of the time-averaged CV in Algorithm 3 is slower than the one in Algorithm 2, which demonstrates our theoretical results. For the other two methods, their time-averaged CV is away from 0, which makes their higher utility values meaningless.

In Figure 9 we plot the means of the performance metrics over 100 runs for these three methods. In terms of means, only our method can let the time-averaged CV approach zero after a few iterations. Interestingly, the time-averaged CV of our method first increases and then decreases. It is because initially the multiplier is too small. After the update of the multiplier in Algorithm 3, the new value can give an appropriate penalty for constraint violations.
Figure 6: Boxplots of Algorithm 2, OCO and ADMMBO over 100 runs for Section E.2.1. Here "Utility" means the value of the utility function without measurement errors.

Figure 7: Comparison of Algorithm 2, OCO and ADMMBO in terms of means over 100 runs for Section E.2.1. Here "Utility" means the values of the utility function without measurement errors.
Figure 8: Boxplots of Algorithm 3, OCO and ADMMBO over 100 runs for Section E.2.2. Here "Utility" means the values of the utility function without measurement errors.

Figure 9: Comparison of Algorithm 3, OCO and ADMMBO in terms of means over 100 runs for Section E.2.2. Here "Utility" means the values of the utility function without measurement errors.