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ABSTRACT

This paper presents a real time stochastic tech-
nique for modeling the load demand of a power system.
The modeling approach discussed here is recursive and
needs nominal core storage and computation time. The
developed model is used for forecasting one-step-ahead
demand of the system. Such forecasts are useful for
real time control of generation and spinning reserve
assessment.

In addition, a comparison is made between the
current industry load modeling practice and the model
developed by the technique discussed here. This com-
parison is made through modeling the real time load
data of a utility company by using both methods.

INTRODUCTION

Under the current industry's automatic generation
control practice, the assumption is usually made that
the sampling rate is high enough to assume that the
change in the system demand within one sampling period
is negligible. Therefore, there have been no efforts
made to estimate demand trends (one-step-ahead fore-
casts). However, in several on-line applications, it
is becoming apparent that the sampling rate of economic
dispatch is rather slow; and a model is needed for
predicting the demand trend over the sampling period.

The technique that is to be discussed can also be
used for longer term forecasting. The models do vary,
however, in that the factors affecting the prediction
differ, as well as the applications. For example, the
weather information, which may be a dominant factor in
short term hourly load forecasting, is not the import-
ant factor for predicting the system load in the next
few minutes. Keeping in mind that the intended appli-
cation of the model is for use in generation control
and spinning reserve evaluation, this paper is con-
cerned with sampling periods to up to fifteen minutes.

Previous contributors in the area of load model-
ing for use.in generation control and reserve assess-
ment are Farmer and Potton [1], Matthewman and
Nicholson [2], and Brewer, et. al [3]. Farmer used a
time series approach and represented the load by the
sum of a long-term trend, a component varying with the
day of the week, and with a component which fluctuates
from day to day and hour to hour, and the residual com-
ponent which is expressed in terms of correlation
functions of the process. Farmer's model is based on
several weeks of the past load demands. As he points
out, due to the limitations in the storage capacity of
the on-1ine process-control computer, it is necessary
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that part of the calculations be performed on a larger
off-1ine computer, which is not desirable.

The most recent attempt was made by the authors
of this paper [4, 5]. Load demand processes were sto-
chastically modeled with sampling rate of a few min-
utes. This paper takes another look at the problem
and presents the improvements obtained over the pre-
viously reported results [4, 5].

This paper can be broken down as follows:
1) A background discussion describing the current
industry's automatic generation control practice, and
definition of the problem.

2) A qualitative presentation of the real time sto-
chastic modeling technique of an observed seguence.

3) A mathematical description of the current load mod-
eling practice used in generation control.

4) Presentation of a method for comparing optimal
predictors obtained from different stochastic models.

5) Results of particular studies, conclusion and
recommendations.

Current Industry's Automatic Generation Control Practice
and Definition of the Problem [6, 7, 13, 14, 15, 16, 17]

Briefly, the functions and objectives of automatic
generation control (AGC) are as follows:

1. Matching area generation to area load. That is, to
match the tie-l1ine interchanges with the schedules and
to control the system frequency.

2. Distributing the changing loads among generators so
as to minimize the operating costs subject to additional
constraints such as might be introduced by security
considerations.

The first objective is met by means of a supple-
mentary controller in which the concept of tie-line
bias is universally used. A small change in the system
load produces proportional changes in the system fre-
quency. That is, the Area Control Error (ACE =AP L-
BAf) provides each area with approximate kn0w1edgl of
the load change and directs the supplementary controll-
er for the area to manipulate the turbine valves of the
regulating units. In order to obtain a meaningful reg-
ulation (i.e., reducing the ACE to zero), the load
demands of the system are sampled every few seconds.

The second objective is met by sampling the load
every few minutes (5-10 minutes) and allocating the
changing load among different units so as to minimize
the operating costs. This preassumes the load demand
remains constant during each period of economic dis-
patch.

To implement the above objectives, nearly all AGC
software is based on unit control. For unit i, the
desired generation at time instant K which is normally
sampled every two or four seconds, is given by (1):




Ph(K) = PL(K) + PL(K) + R(K), (1)

where, PE(K), PE(K), and ﬁ;ﬁk) are the economic, regulat-

ing, and emergency assist components of desired genera-
tion for unit i at time instant K, respectively. These
components of desired generation are calculated using
equations (2), (3), and (4), respectively.

P;{K] = EPF(KK) x AP (K) + PEB(KK) (2)

P;(K) = G x RF x ACE(K) (3)
fpon L ned

PYK) = AFT x ACE(K). (4)

KK is the time instant, normally five-minute steps, at
which the economic participation factors EPF1, and
economic basepoints Pl, are computed for unit i by the
Economic Dispatch. TEE values of EPFV(KK) and Pl,(KK)
_ used in the calculation of Pl are those calculatbl by
| the most recent execution of the economic dispatch.
| In some installations, the calculation of economic
basepoints and participation factors is performed every
ten minutes and/or ypon large load changes, and changes
in unit status. AF', RF! are the emergenc
assist factor and regulating factor per un¥t i, res-
pectively, and G is the system regulating gain factor.
AF, RF, and G are usually tuned in the field for pro-
per unit control action.

In equation (2), AP-(K) is the change in total
unit economic desired geleration since the most recent
execution of the Economic Dispatch Calculation function
at time instant KK. aPT(K} is calculated using equa-
tion (5):

N N
AP—(K) = I PM(K) + ACE(K) - I Pl (KK), 5
+(K) & alK) (K) b g (KK) (5)

E

where, P! is the actual generation of unit i at time
instant ﬂ, ACE is.the value of Area Control Error at
time instant K, Pi, is the economic basepoint for unit
i calculated by tﬁg most recent execution of the Eco-
nomic Dispatch at time instant KK, and N is the number

of units operating in the AUTOMATIC control mode.
i Figure 1 shows the block diagram representations of
equations (1) through (5).

At this point, it should be noted that most of
AGC packages have some kind of filter for removing the
noise component of ACE which cannot be controlled. In
addition, the desired generation of a unit is checked
against the rate limit and regulating range of that
unit. These aspects are discussed in references [6, 7,
13, 14, 15, 16].

It may be apparent that economic dispatch and tie-
line bias control both have the task of matching the
area generation to area load such that the net tie-line
exchange and area frequency are at their scheduled val-
ues. Both of these control functions are achieved by
pulsing governor motors to adjust the MW generated to
the MW demand of the system. The high sampling rate
of the area load provides an approximate direction of
the changing load which allows the tie-line bias scheme
to control the load's dynamics. But, the economic dis-
patch, with its low sampling rate, attempts to econo-
mize without concern for the direction of the changing
load (i.e., Toad dynamics).

It is possible that under a rapid load rise,
economic dispatch and tie-1ine bias control come up
with potentially conflicting control commands. In
such a case, the "Permissive" and "countdown" computer

Togic of the AGC attempts, but not always successfully,
to cancel control action on any machine when the control
commands have conflicts on sign.

Furthermore, it is the industry's practice to sac-
rifice economy (disabling economic dispatch) for the
sake of regulation. That is, whenever the value of ACE
exceeds a threshold value, for whatever the reasons are,
the AGC's computer logic arrangements commit all units
under its control to regulating action.

In order to further clarify this problem, let us

rewrite the desired generation of unit i by substitut-
ing equations (2), (3) and (4) in (1):

Ph(K) = Plo(kk) + EPF (KK)aPL(K) +

(G - RF' + AF') ACE(K) (6)

and

=

AP-(K) = 1E1P1(K) + ACE(K) - EPEB(KK} (7)

A

If, at time instant KK, (e.gi, every five minutes),
the total change in the desired generation, AP. (-}, is
small, then there is no need to recalculate a new set
of economic participation factors. This is a typical
operating condition during the night when the changes
in the system load every five minutes are approximately
less than .1 per cent.

On the other hand, when the system load is increas-
ing or decreasing rapidly (1ike morning rise or evening
drop), then the load changes during each economic dis-
patch period are usually significant. Under such con-
ditions, for economical operation, a new set of economic
participation factors is needed. But, the application
of a new set of economic participation factors in equa-
tion (6) every five minutes means pulsing governor
motors to adjust the base MW output of units under AGC
control to their economical values when the generation
in itself is changing quite rapidly to match the fast-
changing load demand. That is exactly when AGC's tie-
Tine bias control is rapidly pulsing the governor motors
of units to reduce ACE. It is quite possible that some
units are subjected to conflicting control commands,
or, AGC may attempt to raise the base output of some
units in one economic dispatch period and then lower
them in the next period, which is not possible due to
the relatively slow boiler response characteristics.

9

Note that this situation aggrevates the control
problem and increases the ACE since a unit does not
have a chance to settle on a new economic base loading.
What normally happens is that due to the increase in
ACE above its threshold value, AGC commits all units to
regulation.

Note, also, that when the change in the system
generation is significant, that is precisely the time
when the economic reallocation is needed. But, unfort-
unately, when the system is at its most active state
(i.e., fast-changing load), this reallocation will cause
additional disturbances in the MW outputs which work
against the regulating task.

From the analysis presented, it may be apparent
that from the outset one should recognize the load
changes are due to high frequency variations which are
superimposed on low frequency variations., These low

frequency variations can be modeled and controlled by
an economic dispatch which correctly supplements through
the load's dynamics (one-step-ahead forecast) the con-
The result would

e

trol actions of tie-line bias control.
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be a reduction in ACE over the sampling periods of
economic dispatch. This reduction of ACE will reduce
the control actions by the AGC controller which in
turn eliminates excessive pulsing of regulating units.

In this paper, a real-time stochastic technique
is presented for modeling these low frequency varia-
tions of the load demand.

Modeling of An Observed Sequence Y(+) by Means of
Stochastic Difference tquation

In the present study, we are interested in pre-
dicting the one-step-ahead power demand of the entire
system as it is measured at the central dispatching
office. For any given power system, the power demand
is available at discrete intervals of time. Let Y(+)
represent the power demand, as measured at the dispatch-
ing office. The problem of one-step-ahead load fore-
casting, given a set of past observations (Y(1), Y(2),..
Y(K-1), Y(K) (where K is the instant of time), is to
find the_best estimate of the load at K+1; that is, to
predict Y(K+1). Naturally, if we are interested in
%-step-ahead prediction, we must.first determine one-
step-ahead predictjon; that is, Y(K+1), then two-step-
ahead prediction, Y(K+2), ... Y(K+2-1), and finally
Y(K+2) which is %-step ahead prediction.

Let {Y(*)} represent the observations of the
power demand, that is

Y(1), Y(2), ... Y(K-n), ... Y(K-2), Y(K-1), Y(K)

Let the given sequence {Y(+)} obey the following sto-
chastic difference equation as expressed by equation (8):

Y(K) = a3 (K)Y(K-1) + a,(K)Y(K-2) +
cor 2 (K)Y(K-n) + W(K) (8)

in which the disturbance W(K) cannot be directly ob-

served. Alternatively, we can rewrite (8) in compact
form as given by (9):
n
YK = aj(KY(K-5) + W(K) (9)
3:

A process which can be expressed as equation (9) is
called an autoregressive process of order n or, in
short, AR(n).

It can be shown that one-step-ahead prediction
of the stochastic process {Y(-)}, that is, Y(K+1),

given the past observations Y(1), Y(2), ..., Y(K-1),
Y(K), is given by equation (10):
V(k#1) = a3 (K)Y(K) + ap(K)Y(K-1) +
a5(K)Y(K-2) + ... (10)

This can be written in compact form as

- n .
Y(K+1) = £ a,(K)Y(K-j+1)
=1 9
where we have assymed that E[W(K)] = 0 and "a(K)" is

the estimate of "a(K)" based on the observations
[Y(3), 3 < K.

Once the observation Y(K+1) is available, the
Ees;due at instant K+1 can be calculated by equation
11):
W(K1) = Y(KHT) - Y(K#1) (1)
which is also the error at K+1 instant.

We may be able to use the past errors to improve

our prediction of the future. Let us assume that the
observations {Y(*)} and its past residues under certain
estimation techniques are available to us. Then a
betEer)choice of a model for our process may be written
as (12):

Y(K) =

I ag(KIV(K-5) +
J

13 N3
—

2 845 (KIW(K-3) + W(K) (12)
This is called an autoregressive moving average of order
n and m, or in short ARMA(n,m). The unknown parameters
in equation (12) are a3 i=l, ... n+m.

If there is reason to believe that our process
has deterministic terms and/or harmonic components with
period T, or observable inputs, we may choose the gen-
eral model as given by (13):

™=

Y(K) = & aj(K}Y(K-j) + i an+ij)N(K-j) +

(13)

a

.
e 113
il

e (€185 (K) + H(K)

where the integer & is equal to all possible functions
(deterministic or observable inputs) which we believe,
for one reason or another, will improve the ability of
our model to predict. For example, we may choose the

following functions:

¢] =1 ¢4 = some function of
temperature
O 1.4 Py
¢y = 51n(—-|-—} o = Yy
= 2rk oD
By 4 cos{—T—) &g = Yy, etc.

Finally, we can rewrite our general model in compact
form as (14):

Y(K) = a (K)Z(K-1) + W(K) (14)
where
AR ¥ o o Byl vmein Bpen 1KD)
ZT(K) = 1Z4(K)s oees Zo(KD5 Zyq (KD oens Zppn(KDs
T W s T g OO
DY (KT Yon o Y(KPEH(K) 5 <oy WK
81, us 8y

Another important class of predictor is the multi-
plicative model [9] which has the following structure:

a. m & .2
(Y(k-3)) 3 T (W(k-3)) ™

Y(K) =
: j=1

J

n=Aas

)an+m+j

! (@j(K-1) (15)

[ SN
n-e

If we let X(K) = an(Y(K)) where Y(K) is strictly
positive, then the log transformed process will have
the same form as the predictor described by equations
{13) or (14).




Estimation of the Model's Parameters

There are a great number of methods for estimation
of vector "a" in equation (14). Basically, the differ-
ent techniques can be divided into two categories;
namely, recursive or real-time algorithms, and non-
recursive algorithms. Probably the most powerful non-
recursive techniques are the statistically-based
methods such as the maximum 1ikelihood estimates [8,
10]. A heavy computational cost and storage require-
ment of maximum likelihood estimators make them the
least desired approach.

In reference [11], an excellent comparative study
of different real-time algorithms are made. Notable
among these are the methods that only demand 1imited
types of statistical behavior, such as instrument var-
iable methods [10]. The simplest real time algorithm
is an ad hoc or numerical analysis method, such as the
extended least square. This method will be used in
this study, and it is discussed extensively in refer-
ence [5].

Mathematical Description of Current Load Modeling
Practice

As was pointed out, the load model currently used
in economic dispatch algorithms assumes that the load
demand remains constant during the sampling intervals,
Such a load model can be called "piecewise constant".
Mathematically, piecewise constant models can be

written as:
Y(K) = 1.0 Y(K-1)  for all K
where
I{-) the observed load
Y(+) the estimated (forecasted) load

Note that this is the simplest load model one can
assume in which the only coefficient of the model is
chosen a priori to be equal to unity.

In the study presented, the prediction performance

of this model will be compared with the stochastic
models discussed here.

. The Choice of Model

In generation control and reserve calculation,
the important consideration is that the maximum one-
step-ahead forecast errors as well as the number of
times this maximum errors occurs be as small as possi-
ble. In the case of generation control, the maximum
error is a measure of on-Tine regulating generation
needed for secure operation.

Due to the above considerations, the prediction
ability of a model will be measured based on the num-
ber of times the absolute per cent error is greater

than a prespecified number (say 2.5 percent). Mathe-
matically, this criterion can be written as:
ENT,N = Number of Times[_Y K)-Y(K) & 100+ |>2.5]
where
Y(K): actual load at time instant K
;(K}: predicted 1oad at time instant K
ENT,N: number of times absolute per cent error

is greater than 2.5 percent at N.

N : number of observations after the initial
transient (normally 50 observations)

By choosing different integers n,m and different
functions QJ(~), we will have a class of different
models. We'will choose that model which yields the
smallest value of EN N: Naturally, the best predictor
chosen this way shoqu have smaller values of EyT,N than
the model based on the current industry's practice (i.e.,
piecewise constant modeling).

In addition, in order to give a measure of actual
errors in MW, the assumption is made that the resulting
errors are normal, and the 99% confidence region is
computed:

Pr{-30, < & < 30,} = .99
where

Pr: probability of { }

e: actual error in MW (e(K) = Y(K) - ;{K))
estimate of standard deviation of actual
error e

Results of Particular Studies

The theory discussed in the earlier sections was
applied to the load demand sequence of Public Service
Indiana. The first sequence studied was sampled every
five minutes, and the second sequence was sampled every
ten minutes.

A number of models were considered for prediction,
among which a few are listed here. The models are made
up of the various combinations of autoregressive and
moving average terms. Some of the models are the func-
tion of the change of the latest observation and moving
average terms. Some others have sinusoidal terms
(forward signals) which are observed in the sequence.

A consistent notation_is used in the nomenclature
of coefficients; that is, aj(K) is always the coeffic-
ient of Y(K-1), ag(K) is that of W(K-3), etc.

The models are as follows:

S - models:

V(K[K-1) = ag(K) + ap (K)Y(K-1) + a,(K)¥(K-2) +
a3(K)Y(K-3) + a,(KIW(K-1) + a5(K)W(K-2) +
ag(K)W(k-3)

+ ;7(K} sin(%%hl + gg(K) cos(%E

+ 2g(K) sin(3F%) + a;o(K) cos(22%)
+ ;11(K) sin(%%%& + ;12{K) cos(%%%)
+ a74(K) sin(8K) + ap,(K) cos(ZK)

SC models:

VIK|K=1) = ag(K) + 2y (KIV(K-T) + a,(K) (Y(K=1)-¥(K-2)]
+ 25(K) [Y(K=1)-Y(K-3)] + ay(K)H(K-1)
+ ag(K)H(K-2) + agh(K-3)
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p *

+ ;7(K) sin(%%i) + ES(K) cos(%%i}

+ ;g{K) sin(%%éi + ;]D(K) CaS(%%%)

+ ;,](K) sin(%%%) + ;12(K} cos(%%%}

L - models: @
. = a; (K)
Y(KfK—]} = aO{K)T(K-1) Y(K-2)

aa(K a, (K ac (K
33{ ) 34( JW{K-Z)as( )

2,(K)

Y(K-3) W(K-1)

;7(K) 38(K)

- ag (K)
H(K-S)as sin(%;hl cos(%%E)

aq (K ayn(K
s1n{%§§)ag( ) cos(%%%)a10( )

ay+(K) a;,(K)
sin{%%%} 1 cos(%%%) 12
LC models: A

. K a,(K
Y(K|K-1) = ao(K)Y(K—T)a1( ) [Y(K-]]-Y(K-z)]az( )

aa(K) - ay(K) _  ae(K
[Y(K-l)-Y(K-3)]aB( ) w(k-1}a4( ) w(x-z)a§( )
- al(k a. (K 2o (K
H(K-3)a6{ } sin(%gbﬁa?{ : cos(%%k)as( :

ag (K aq (K
sin{%%%)ag{ ) cos(%%%&alo )

as. (K ay,(K)
s1n(%%%)a1]{ ) cos(%%%}a12

Tables 1 and 2 give the final coefficients, the
number of times per cent error is greater than 2.5 per
cent, and the 99% confidence region on the resulting
errors for the five minute load sequence and the ten
minute load sequence, respectively. Note that "S 3"
represents a model of type "S" which has three para-
meters, and similarly, "L 5" is a model of type L which
has five parameters, etc. Figure 2 shows the plot of
actual loads, forecasted loads, and per unit errors of
a sampled portion of ten minute loads.

The results of different models for five minute
Toads, which is given in Table 1, indicate that the
piecewise constant model (current industry practice)
has the highest MW error (+ 189 MW) over the simulated
data. It is interesting to note that the stochastic
model1,SC12, not only reduces E (i.e., number of
times percent one-step-ahead forécast error is greater
than 2.5 per cent) from 59 to 30, but it also reduces
the one-step-ahead prediction error from + 189 MW to
57 MW. A similar observation can be made from Table 2
for the ten minutes load sequence.

CONCLUSION AND RECOMMENDATIONS

The problem of on-line Toad modeling for use in
the automatic generation control is studied. The sim-
plicity of the model obtained, and the ease of imple-
mentation for real-time control are quite encouraging.
The costs of implementation are nominal, and it only
consists-of-the addition of the model to the existing
software package of the economic dispatch.

The question that has to be answered is "How much
money can be saved?" This question can be answered in
the following manner:

In some power companies, the economic dispatch
algorithm which calculates the unit participation factor
is suspended during the rapid load fluctuation. Clearly,
not operating economically means a higher operating cost.
This may be avoided by computing the unit economic part-
icipation factor based on the load dynamics (i.e., one-
step-ahead predicted load). With today's high price of
fossil fuels (oil, gas and coal), even if the operating
cost is reduced by small fractions, we will have a
noticeable saving in overall cost.

Also, as was pointed out, neglecting the dynamics
of the changing load (low frequency variations) would
result in over-manipulating the turbine valves. Over-
manipulation generates a large fluctuation in the tur-
bine metal temperatures over the load range. This
temperature change is caused by the throttling tempera-
ture difference. This results in large thermally
generated stress levels in the turbine components, which
is the primary cause of equipment 1ife reduction. This
is something to be avoided if possible. This is another
aspect which must be considered in the overall savings
made possible by incorporating the model of the load in
the economic dispatch algorithm.

Principle observations and recommendations are as
follows:

1) A proposed method for inclusion of one-step-ahead
load forecasting in the Automatic Generation Control
function is depicted in Figure 3. In this method one-
step-ahead load forecasting is applied to the summation
of the actual generation of the units operating in the
AUTOMATIC control mode at time instant KK, ZPA(KK), to
obtain the total generation to be dispatched at time
instant KK+1, Ppr(KK+1), which is five to ten minutes
in the future. Xn economic dispatch is then performed
to obtajn economic basepoint of unit i for time instant
KK+1, PEp(KK+1). For units to be used for regulating
purposes only, the regulation component, Pﬁ(K of
desired generation at time instant K for unit j are
calculated in the same manner as conventional AGC
schemes.

The projected economic basepoints, (MW targets)
and the summation of the regulation and emergency assist
components of desired generation are then transmitted
to the respective plant computers where unit control
signals are developed taking into account the dynamic
response characteristics of each unit. In this way the
control of a unit toward its MW target may be included
as an integral part of the control system of the unit.
That is, each unit would be allowed to track its MW
target in terms of that unit dynamics. Also, the acg-
uisition of information related to the dynamic response
of a unit, as well as the transmission of control sig-
nals can be more easily and economically impiemented
by use of on-site plant computers. Note that this mode
of unit operation would allow the generation control to
benefit from the recent advancement made in optimiza-
tion of dynamic costs [12, 5]. This mode of generation
control should be investigated on a realistic power
system model.

2) It is universally agreed that AGC is a vital and
important function for secure operation of a power
system. This fact alone dictates that first, a realis-
tic model of a power system and its load should be
simulated which could duplicate the actual control of
the generation in the field with some degree of cer-
tainty. This model then should be used for testing

any new control philosophy.
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3) The load dynamics and the response of the units
participating in generation control should carefully be
studied, The sampling rate for economic dispatch should
be determined based on the dynamic response of the units
participating in the economic dispatch. This would
allow the regulation and economic dispatch complement
each other's tasks through the load dynamics.
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Table 2. - The Final Coefficients and Errors for Various Models
of Ten Minutes Load (N = 1200)
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