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Actuator, sensor, or other aircraft subsystem failures, or structural failures that result from, for example, battle damage can cause catastrophes that may lead to loss of the aircraft. While experienced pilots can often compensate for failures, in certain emergency situations there is the need for computer-assisted or fully computer-automated reconfiguration of the aircraft control laws to save the aircraft. In this paper, we begin by showing that the fuzzy model reference learning controller (FMRLC) [1]–[5] can be used to reconfigure the nominal controller in an F-16 aircraft to compensate for various actuator failures without using explicit failure information (e.g., the time of occurrence of the failure or its magnitude). Next, we show that the performance of the FMRLC can be significantly enhanced by exploiting failure detection and identification (FDI) information to achieve a "performance adaptive" system that seeks an appropriate performance level depending on the type of failure that occurred. We develop an expert supervision strategy for the FMRLC that uses only information about the time at which a failure occurs and show that it achieves higher performance control reconfiguration than an unsupervised FMRLC. In addition, we show that similar performance can be achieved if we only use estimates of the failure time and magnitude obtained from a fuzzy estimator. We close our study with a brief assessment of the advantages and disadvantages of the approaches used in this paper.

I. INTRODUCTION

There are virtually an unlimited number of possible failures that can occur on a sophisticated modern aircraft. While preplanned pilot-executed procedures have been developed for certain anticipated failures (especially catastrophic and high probability failures), certain unanticipated events can occur which complicate successful failure accommodation. Indeed, aircraft accident investigations sometimes find that even with some of the most severe unanticipated failures, there was a way in which the aircraft could have been saved if the pilot had taken proper actions in a timely fashion. Because the time frame during a catastrophic event is typically a few seconds, given the level of stress and confusion during these incidents, it is understandable that a pilot may not find the solution in time to save the aircraft. For instance, American Airlines Flight 191 (a DC-10) crashed at Chicago-O'Hare International Airport on May 29, 1979, because the no. 1 engine and the no. 1 hydraulic system malfunctioned, and the slats were retracted with significant delays at takeoff. Even though later simulator tests showed that the aircraft could have been flown successfully, circumstances of the accident and the lack of available warning systems made it unreasonable to expect the pilots of Flight 191 to save the aircraft. With the recent advances in computing technology and control theory, it appears that the potential exists to implement a computer control strategy that can assist (or replace) the pilot in helping mitigate the consequences of severe failures in aircraft.

Generally speaking on modern aircraft the predominant way to cope with failures is to use "physical redundancy." For example, the F-16 is a high performance fighter aircraft which uses an analog fly-by-wire control system with quadruplex sensor comparison and quadruplex actuator redundancy. However, physical redundancy is expensive in terms of manufacturing, operation and maintenance. In this study, we assume 1) that there is no physical redundancy, or 2) that the redundancy is exhausted (e.g., all redundant actuators have already failed). In this case, the only way to deal with failures in, for example, sensors and actuators, is to use what has been called "analytical redundancy" [6], [7]. A system is said to possess analytical redundancy if, for instance, 1) in response to an actuator failure, it can automatically reconfigure the flight control system so that adequate performance can be obtained using the remaining unfailed actuators, or 2) in response to a sensor failure, it can change the way it processes the remaining sensor information so that the effects of the sensor failure are minimized.

Reconfiguration strategies can generally be classified into two categories: 1) conventional control engineering approaches, and 2) artificial intelligence (AI) approaches. In the conventional control engineering approach, a nominal
controller is designed using a mathematical model of the aircraft, then various reconfiguration methods are used to alter the nominal control laws in case of a failure; see, for example [8]–[11]. 1 The most promising techniques for controller reconfiguration presented to date are, perhaps, the model following based approaches. Huang and Stengel studied the use of an implicit model following strategy for aircraft control reconfiguration [12]. They develop a proportional integral controller using linear-quadratic control techniques, where the cost function includes the difference between reference model and plant output. Morse and Osman presented a model following a reconfigurable flight control system for a modified F-16 fighter, which has flapvorn and canards [13]. Failure simulations in the linearized models show that the overall system is successful in maintaining performance of the aircraft in case of failures, except that at some flight conditions, where the structural limits are reached, an adequate compensation cannot be achieved. The AI approaches to reconfigurable control seek to automate the expertise of the pilot and control system designer in reconfiguring the nominal control laws in case there is a failure; see, for example [14]–[16].

Failure detection and identification (FDI) [6], [17]–[20] is of fundamental importance to control reconfiguration since proper failure identification can often significantly enhance our abilities to accommodate for failures [21], [22]. Conventional FDI approaches have been used for a variety of processes with varying degrees of success [17], [20], [21]. Their performance is typically limited due to their dependency on linear deterministic models of the failed and unaffected systems [19], [20]. In this work we investigate the possibility of using fuzzy systems to estimate failure times and magnitudes.

Previous investigations in conventional design approaches have achieved various degrees of success in solving the reconfigurable control problem; however, they are still far from being successfully implemented. One of the most severe limitations is the need for linear perturbation models in the controller designs (an assumption that is made in [8], [9], [11]–[13]). In this study (which is an expansion on and synthesis of the work in [23]–[25]), we avoid relying on the use of a linear model by employing the fuzzy model reference learning controller (FMRLC) introduced in [1]–[5]; instead, we rely on the use of heuristic expertise about how to best reconfigure the control laws. After establishing a failure simulation testbed for the F-16 we overview the FMRLC approach where a learning mechanism automatically synthesizes and tunes an underlying controller so that the closed-loop specifications designed into a reference model are achieved. Then, we introduce a new approach to designing the FMRLC that is tailored to our fault tolerant control application. In particular, since we want to have the performance of the FMRLC match that of the F-16 nominal control laws when there are no failures, we design the FMRLC so that it will emulate the nominal control laws until there is a failure. Our new design technique uses the perspective that the "fuzzy inverse model" [1]–[5] in the learning mechanism of the FMRLC acts as a controller in the adaptation loop; based on this we provide a procedure on how to tune the FMRLC.

The overall goal in the use of expert supervision of the FMRLC is to determine if it can facilitate the exploitation of failure information to: 1) improve performance of the reconfiguration strategy, and 2) provide a "performance adaptive" technique which seeks to obtain the best possible (but realistic) performance depending on what type of failure occurs. The main ideas on supervisory strategies for reconfigurable control presented in this paper can be summarized as follows: 1) if we know only the time at which an actuator failure occurs, (the "limited FDI information" case), then the performance of the FMRLC can be enhanced by using a supervision strategy that tunes the reference model and adjusts the learning mechanism (in [25] it is shown that if perfect FDI information is available, even better performance can be achieved via our supervisory approach); and 2) the performance of our supervisory scheme will not degrade significantly if the fuzzy estimator from [26], [27] is used to estimate the time and magnitude of the failure.

The primary contributions of this work are:

- the introduction of direct and adaptive fuzzy control for the reconfigurable control problem for aircraft (other intelligent systems based approaches are outlined above);
- the introduction of a new supervisory learning control approach for aircraft control law reconfiguration that is "performance adaptive" in the sense that it attempts to recover the best possible performance depending on the type of failure that has occurred (existing techniques in [8]–[13] typically seek to return the performance level to that of an unimpaired aircraft which in many failure scenarios is unreasonable), and
- an approach that exploits the use of failure information in control reconfiguration and does not rely on the availability of models of the failed aircraft to redesign control laws (in [8], [11], [14]–[16], [22] it is assumed perfect FDI information is available and in [8], [9]–[11], [13], [15], [16] it is assumed that models of the failed aircraft are available).

We cannot over emphasize, however, that the main objective of this paper is to investigate the alternative of using fuzzy control techniques for aircraft control law reconfiguration rather than conventional or earlier AI-based approaches. While the general claims about the novelty of the results listed above in 1)–3) can be made, it is premature to claim superiority of any one approach to control reconfiguration without a significantly detailed comparative analysis (including theoretical and implementation-based studies). Such an analysis is beyond the scope of this paper, and has not yet appeared in the literature for any approach.

1 Note that in case of minor failures (e.g., actuator or sensor bias, or some types of actuator or sensor performance degradation), a "robust" flight control system could be sufficient. Of course, it is unlikely that such a robust control system alone would be sufficient to cope with a wide range of drastic failures.
II. PROBLEM FORMULATION

The F-16 aircraft model used in this research is based on a set of five linear perturbation models (that were extracted from a nonlinear model at five operating conditions)\(^1\) \((A_i, B_i, C_i, D_i), i \in \{1, 2, 3, 4, 5\}:

\[
\begin{align*}
\dot{\mathbf{x}} &= A_i \mathbf{x} + B_i \mathbf{u} \\
y &= C_i \mathbf{x} + D_i \mathbf{u}
\end{align*}
\]

where the variables are defined as shown in Fig. 1 (note that we ignore gravity): 1) Inputs \( \mathbf{y} = [\delta_e, \delta_{de}, \delta_a, \delta_r] \) (where \( ^{\text{T}} \) denotes matrix transpose): \( \delta_e = \) elevator deflection (degrees), \( \delta_{de} = \) differential elevator deflection (degrees), \( \delta_a = \) aileron deflection (degrees), \( \delta_r = \) rudder deflection (degrees); 2) System State \( \mathbf{x} = [\alpha, q, \phi, \beta, p, r]^T \): \( \alpha = \) angle of attack (degrees), \( q = \) body axis pitch rate (degrees/s), \( \phi = \) Euler roll angle (degrees), \( \beta = \) sideslip roll rate (degrees/s), \( p = \) body axis yaw rate (degrees/s); 3) Outputs \( \mathbf{y} = [\mathbf{x}^T, A_z] \); \( A_z = \) normal acceleration (g’s); and 4) system matrices \((A_i, B_i, C_i, D_i)\): (available in report form [28] from the authors on request).

The nominal control laws for the F-16 aircraft used in this study consist of two parts, one for the longitudinal channel as shown in Fig. 2 and the other for the lateral channel as shown in Fig. 3. The inputs to the controller are the pilot commands and the F-16 system feedback signals. For the longitudinal channel, the pilot command is the desired pitch \( A_{zd} \), and the system feedback signals are normal acceleration \( A_z \), angle of attack \( \alpha \), and pitch rate \( q \). Likewise, for the lateral channel, the pilot commands are the desired roll rate \( p_d \) as well as the desired sideslip \( \beta_d \), and the system feedback signals are the roll rate \( p \), yaw angle \( r \), and sideslip \( \beta \). The controller gains, \( K_{A_x}(q) \), \( K_{A_{\beta x}}(q) \), \( K_{\alpha}(q) \), and \( K_{\beta}(q) \) for the longitudinal channel in Fig. 2, and \( K(q) \) for the lateral channel in Fig. 3, are scheduled as a function of different dynamic pressures \( q \). The dynamic pressure at all five perturbation models is fixed at 499.24 psf, which is based on an assumption that the F-16 aircraft will operate with constant speed and altitude. Hence, a gain schedule table is used to determine the controller gains as follows:
\[ K_A (499.24) = 0.021, \quad K_{A_t} (499.24) = 0.079, \quad K_L (499.24) = 0.53, \quad K_q (499.24) = 0.37, \quad \text{and} \]

\[ K (499.24) = \begin{bmatrix}
0.47 & 0.14 & 0.14 & -0.56 & -0.38 \\
-0.08 & -0.056 & 0.78 & -1.33 & -4.46
\end{bmatrix} \]

\[(2)\]

The transfer function \( \frac{20}{s+20} \) is used to represent the actuator dynamics for each of the aircraft control surfaces, and the actuators have physical saturation limits so that: 

\(-21^\circ \leq \delta_t \leq 21^\circ, -21^\circ \leq \delta_d \leq 21^\circ, -23^\circ \leq \delta_e \leq 20^\circ, \) and 

\(-30^\circ \leq \delta_r \leq 30^\circ. \) The actuator rate saturation is \( \pm 60^\circ/s \) for all the actuators. To simulate the closed-loop system we interpolate between the five perturbation models based on the value of \( \alpha \) (producing a nonlinear simulation of the F-16). For all the simulations, a special "loaded roll command sequence" is used. For this command sequence: 1) At time \( t = 0.0, \) a \( 60^\circ/s \) roll rate command \( (p_d) \) is held for 1 s; 2) At time \( t = 1.0, \) a \( 3^\circ \) pitch command \( (A_{zd}) \) is held for 9 s; 3) At time \( t = 4.5, \) a \( 60^\circ/s \) roll rate command \( (p_d) \) is held for 1.8 s; and 4) At time \( t = 11.5, \) a \( 60^\circ/s \) roll rate command \( (p_d) \) command is held for 1 s. The sideslip command \( \beta_s \) is held at zero throughout the sequence.

Many different failures can occur on a high performance aircraft such as the F-16. For instance, there could be actuator or sensor performance degradation (e.g., a bandwidth decrease), actuators could get stuck at certain angles, actuators could be damaged so that the control surface oscillates in an uncontrollable fashion, or there could be severe structural damage to the aircraft. In this paper we will develop reconfiguration strategies for actuator stuck failures (which are relatively minor considering the severity of failures that could occur).

III. FUZZY MODEL REFERENCE LEARNING CONTROL FOR THE F-16

In this section, we provide a brief overview of the FMRLC technique taken from\[2\] then introduce a new design procedure for the FMRLC that is tailored to fault tolerant control applications. Following this we evaluate the performance of the FMRLC in accommodating for aileron stuck failures. Due to the applications focus of this special issue, we provide no background information on other fuzzy adaptive control techniques and refer the reader to\[1\]–\[5\] and the extensive lists of references therein.

A. An Introduction to Fuzzy Model Reference Learning Control

The FMRLC, which is shown in Fig. 4, utilizes a learning mechanism that 1) observes data from a fuzzy control system, 2) characterizes its current performance, and 3) automatically synthesizes and/or adjusts the fuzzy controller so that some prespecified performance objectives are met.\[2\] These performance objectives are characterized via the reference model shown in Fig. 4. In a manner analogous to conventional model reference adaptive control, where conventional controllers are adjusted, the learning mechanism seeks to adjust the fuzzy controller so that the closed-loop system (the map from \( y_r (kT) \) to \( y(kT) \) where \( T \) is the sampling period) acts like a prespecified reference model (the map from \( y_r (kT) \) to \( y_m (kT) \)). Next we describe each component of the FMRLC.

1) The Fuzzy Controller: The process in Fig. 4 is assumed to have \( r \) inputs denoted by the \( r \)-dimensional vector

\[ x(k) \]

\[ 2\text{Notice that we use sampled versions of all signals as the operation of the FMRLC is easier to explain and visualize in discrete-time. An analogous continuous-time development can be found in [1]–[5].} \]
Fig. 5. Fuzzy sets on a universe of discourse.

\[ u(kT) = [u_1(kT) \ldots u_s(kT)]' \]
and \( s \) outputs denoted by the \( s \)-dimensional vector \( y(kT) = [y_1(kT) \ldots y_s(kT)]' \). Most often the inputs to the fuzzy controller are generated via some function of the plant output \( y(kT) \) and reference input \( u_s(kT) \). Fig. 4 shows a special case of such a map that was found useful in many applications. The inputs to the fuzzy controller are the error \( e(kT) = [e_1(kT) \ldots e_s(kT)]' \) and change in error \( \dot{e}(kT) = [\dot{e}_1(kT) \ldots \dot{e}_s(kT)]' \), defined as

\[ e(kT) = y_s(kT) - y(kT), \]
and

\[ \dot{e}(kT) = \frac{y_s(kT) - y(kT)}{T}, \]

respectively, where \( y_s(kT) = [y_s(kT) \ldots y_s(kT)]' \) denotes the desired process output.

In fuzzy control theory, the range of values for a given controller input or output is often called the "universe of discourse" [29]. Often, for greater flexibility in fuzzy controller implementation, the universes of discourse for each process input are "normalized" to the interval \([-1, 1]\) by means of constant scaling factors. For our fuzzy controller design, the gains \( g_a, g_e, \) and \( \tilde{u} \) are employed to normalize the universe of discourse for the error \( e(kT) \), change in error \( \dot{e}(kT) \), and controller output \( u(kT) \), respectively (e.g., \( g_a = [g_a \ldots g_a] \) so that \( g_a, e(kT) \) is an input to the fuzzy controller). The gains \( g_a \) are chosen so that the range of values of \( g_a, e(kT) \) lie on \([-1, 1]\) and \( g_a \) is chosen by using the allowed range of inputs to the plant in a similar way. The gains \( g_e \) are determined by experimenting with various inputs to the system to determine the normal range of values that \( e(kT) \) will take on; then \( g_e \) is chosen so that this range of values is scaled to \([-1, 1]\). Thus the choice of the normalizing gains is application dependent; more discussion on the choice of these gains for the particular application of this paper will be given in the next section.

We utilize \( r \) multiple-input, single-output (MISO) fuzzy controllers, one for each process input \( u_a \) (equivalent to using one MIMO controller). The knowledge-base for the fuzzy controller associated with the \( n \)th process input is generated from IF-THEN control rules of the form:

If \( \tilde{e}_1 \) is \( E^{l_1}_a \) and ... and \( \tilde{e}_s \) is \( E^{l_s}_a \) and \( \dot{e}_1 \) is \( C^{l_1}_a \) and ... and \( \dot{e}_s \) is \( C^{l_s}_a \) Then \( u_a \) is \( U^{l_{a1}}_{a1, \ldots, l_{a1}} \),

where \( \tilde{e}_a \) and \( \dot{e}_a \) denote the linguistic variables associated with controller inputs \( e_a \) and \( \dot{e}_a \), respectively, \( u_a \) denotes the linguistic variable associated with the controller output \( u_a \), \( E^{l}_{a} \) and \( C^{l}_{a} \) denote the \( b \)th linguistic value associated with \( e_a \) and \( \dot{e}_a \), respectively, and \( U^{l}_{a1, \ldots, l_{a1}} \) denotes the consequent linguistic value associated with \( u_a \).

As a generic example for the remainder of this section, consider the case where (for example) one fuzzy control rule could be

If error is positive-large and change-in-error is negative-small Then plant-input is positive-big

(in this case \( \tilde{e}_1 \) = "error," \( E^{l_1}_a \) = "positive-large," etc.). A set of such rules forms the "rule-base" which characterizes how to control a dynamical system. The above control rule may be quantified by utilizing fuzzy set theory to obtain a fuzzy implication of the form:

If \( E^{l_1}_a \) and ... and \( E^{l_s}_a \) and \( C^{l_1}_a \) and ... and \( C^{l_s}_a \) Then \( U^{l_{a1}}_{a1, \ldots, l_{a1}} \),

where \( E^{l}_{a} \) and \( C^{l}_{a} \) denote the fuzzy sets that quantify the linguistic statements "\( e_a \) is \( E^{l}_{a} \)" and "\( \dot{e}_a \) is \( C^{l}_{a} \)" and "\( u_a \) is \( U^{l}_{a1, \ldots, l_{a1}} \)," respectively. For example we may use fuzzy sets on the \( e(t) \) normalized universes of discourse as shown in Fig. 5.

Assume that we use the same fuzzy sets on the \( e(t) \) normalized universes of discourse (i.e., \( E^{l}_{a} = E^{l}_{a} \)). The membership functions on the output universe of discourse are assumed to be unknown; they are what the FMRLC will automatically synthesize. For the example in Fig. 5 we initialize the fuzzy controller knowledge-base with 121 rules (using all possible combinations of rules) where all the right-hand-side membership functions are triangular with base widths of 0.4 and centers at zero. This is done to model the fact that the fuzzy controller initially knows nothing about how to control the plant (of course, one can often make a reasonable best guess at how to specify a fuzzy controller, as is done for the application in this paper).

For example, if \( s = 1 \) then all rules in our controller will take on the form "If \( E^{l}_a \) Then \( U^{l}_{a1} \)," where the membership functions for \( E^{l}_a \) and \( C^{l}_a \) are shown in Fig. 5 and \( U^{l}_{a1} \) is a fuzzy set with triangular membership functions centered at zero with base width 0.4. In conventional direct fuzzy controller development the designer specifies a set of such control rules where \( U^{l}_{a1} \) are also specified a priori; for the FMRLC, the system will automatically specify and/or modify the fuzzy sets \( U^{l}_{a1} \) to improve/maintain performance. Note that we use "minimum" for representation of the "and" operation in the premise, "minimum" for the inference operation, and the standard center-of-gravity (COG) defuzzification technique [29].
2) The Reference Model: The reference model provides a means for quantifying the desired performance. In general, the reference model may be any type of dynamical system (linear or nonlinear, time-invariant or time-varying, discrete or continuous time, etc.). The performance of the overall system is computed with respect to the reference model by generating an error signal \( y_e(kT) = [y_e^1(kT) \ldots y_e^n(kT)]' \) where \( y_e^j(kT) = y_{ref}^j(kT) - y^j(kT) \). Given that the reference model characterizes design criteria such as rise time and overshoot, and that the input to the reference model is the reference input \( y_{ref}^j(kT) \), the desired performance of the controlled process is met if the learning mechanism forces \( y_e^j(kT) \) to remain very small for all time; hence, the error \( y_e^j(kT) \) provides a characterization of the extent to which the desired performance is met at time \( kT \). If the performance is met \( (y_e^j(kT) \approx 0) \) then the learning mechanism will not make significant modifications to the fuzzy controller. On the other hand if \( y_e^j(kT) \) is big, the desired performance is not achieved and the learning mechanism must adjust the fuzzy controller.

3) The Learning Mechanism: As previously mentioned, the learning mechanism performs the function of modifying the knowledge-base of a direct fuzzy controller so that the closed-loop system behaves like the reference model. These knowledge-base modifications are made by observing data from the controlled process, the reference model, and the fuzzy controller. The learning mechanism consists of two parts: a fuzzy inverse model and a knowledge-base modifier. The fuzzy inverse model performs the function of mapping \( y_e^j(kT) \) (representing the deviation from the desired behavior), to changes in the process inputs \( y_{fj}^j(kT) = [y_{f1}^j(kT) \ldots y_{fn}^j(kT)]' \) that are necessary to force \( y_e^j(kT) \) to zero. The knowledge-base modifier performs the function of modifying the fuzzy controller’s knowledge base to affect the necessary changes in the process inputs. More details of this process are discussed next.

The authors in [1]–[5] introduce the idea of using a fuzzy system to map \( y_e^j(kT) \) and possibly functions of \( y_{ref}^j(kT) \), or process operating conditions, to the necessary changes in the process inputs \( y_{fj}^j(kT) \). This map is called the fuzzy inverse model since information about the plant inverse dynamics is used in its specification. Note that similar to the fuzzy controller, the fuzzy inverse model shown in Fig. 4 contains normalizing scaling factors, namely \( g_{ye}^j, g_{yf}^j \), and \( g_{ref}^j \) for each universe of discourse. Given that \( y_{ye}, y_{ref}^j \) and \( y_{yf} \) are inputs to the fuzzy inverse model, the knowledge-base for the fuzzy inverse model associated with the \( n \)th process input is generated from fuzzy implications of the form:

If \( Y_{yf}^j \) and \( \ldots \) and \( Y_{yf}^k \) and \( Y_{ye} \) and \( \ldots \) and \( Y_{ye}^m \) Then \( Y_{yf}^{j,k,\ldots,m} \)

where \( Y_{yf}^j \) and \( Y_{yf}^k \) denote the \( b \)th fuzzy set for the error \( y_{ye} \) and change in error \( y_{ye} \), respectively, associated with the \( a \)th process output and \( Y_{yf}^{j,k,\ldots,m} \) denotes the consequent fuzzy set for this rule describing the necessary change in the \( n \)th process input. As with the fuzzy controller, we often utilize membership functions for the normalized input universes of discourse as shown in Fig. 5. Triangular membership functions for the output universes of discourse, the minimum operation for inference, and COG defuzzification. Successful design of the fuzzy inverse model has been performed for many applications including a cargo ship steering problem [2]; an inverted pendulum [1]; anti-skid braking systems [3], [4]; a rocket velocity control problem and a rigid robot [5]; and a flexible robot [30]. In the next section we explain how to choose the fuzzy inverse model for our fault tolerant control application.

Given the information about the necessary changes in the input as expressed by the vector \( y_{ye}(kT) \), the knowledge-base modifier changes the knowledge-base of the fuzzy controller so that the previously applied control action will be modified by the amount \( y_{ye}(kT) \). Therefore, consider the previously computed control action \( y(kT - T) \), which contributed to the present system performance. Note that \( y(kT - T) \) and \( y(kT - T) \) would have been the process error and change in error, respectively, at that time. By modifying the fuzzy controller’s knowledge-base we may force the fuzzy controller to produce a desired output \( y(kT - T) + y_{ye}(kT) \). Assume that only symmetric membership functions are defined for the fuzzy controller’s output so that \( f_{c1}^{j,k,\ldots,m}(kT) \) denotes the center value of the membership function at time \( kT \) associated with the fuzzy set \( U_{c1}^{j,k,\ldots,m} \) (initially, all centers are at zero, \( c_{c1}^{j,k,\ldots,m}(0) = 0 \)). Knowledge-base modification is performed by shifting centers of the membership functions of the fuzzy sets \( U_{c1}^{j,k,\ldots,m} \) which are associated with the fuzzy implications that contributed to the previous control action \( y(kT - T) \). This modification involves shifting these membership functions by an amount specified by \( y_{ye}(kT) = [y_{ye}^1 \ldots y_{ye}^m]' \) so that

\[
\begin{align*}
\bar{c}_{c1}^{j,k,\ldots,m}(kT) &= \bar{c}_{c1}^{j,k,\ldots,m}(kT - T) + y_{ye}(kT). \quad (3)
\end{align*}
\]

The degree of contribution for a particular fuzzy implication, whose fuzzy relation is denoted \( R_{c1}^{j,k,\ldots,m} \), is determined by its “activation level,” defined by (See (4) at the bottom of the page) where \( \mu_{A} \) denotes the membership function of the fuzzy set \( A \) and \( t = kT \) is the current time. Only those rules with nonzero activation level are modified; all others remain unchanged. It is important to note that our rule-base modification procedure implements a form of local learning and hence utilizes memory. In other words, different parts of the rule-base are “filled in” based on different operating conditions for the system, and when one area of the rule-base is updated, other rules are not affected. Hence, the controller adapts to new situations and also remembers how it has adapted to past situations.

\[
\hat{y}_{c1}^{j,k,\ldots,m}(t) = \min\{\mu_{E1}(e_1(t)), \ldots, \mu_{E1}(e_n(t)), \mu_{C1}(c_1(t)), \ldots, \mu_{Cm}(c_m(t))\}
\]
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This justifies the use of the term "learning" rather than "adaptive" [1], [2], [31].

Continuing with our example from above, assume that all the normalizing gains for both the direct fuzzy controller and the fuzzy inverse model are unity and that the fuzzy inverse model produces an output $y_{r}^e(kT) = 0.5$ indicating that the value of the output to the plant at time $kT - T$ should have been $u(kT - T) + 0.5$ to improve performance (i.e., to force $y_{r}^e \approx 0$). Next, suppose that $v_1(kT - T) = 0.75$ and $v_2(kT - T) = -0.2$. Then rules If $E_2^3$ and $C_1^{-1}$ Then $U_3^{n,-1}$ and If $E_1^4$ and $C_1^{-1}$ Then $U_4^{n,-1}$ are the only rules with nonzero activation levels ($\delta_3^{n,-1} = 0.25$ and $\delta_4^{n,-1} = 0.75$). Thus these rules will be the only ones that have their consequent fuzzy sets ($U_3^{n,-1}$, $U_4^{n,-1}$) modified (See Fig. 5). To modify these fuzzy sets we simply shift their centers according to (3).

B. An FMRLC for the F-16

Generally, it is not necessary to utilize all the control effectors to compensate for the effects of the failure of a single actuator on the F-16. For instance, if the ailerons in the lateral channel fail, the differential elevators can often be used for compensation, or vice versa. However, the elevators may not aid in reconfiguration for an aileron failure unless they are specially designed to induce moments in the lateral channel. Hence, it is sufficient to only redesign part of the nominal controller to facilitate control reconfiguration. Here, as shown in Fig. 6, we will replace the $K(q)$ portion of the lateral nominal control laws with a fuzzy controller and let the learning mechanism of the FMRLC tune the fuzzy controller to perform control reconfiguration for an aileron failure. To apply the FMRLC in the F-16 reconfigurable control application, it is of fundamental importance that for an unpaired aircraft, the FMRLC must behave at least as good as (indeed, the same as) the nominal control laws. In normal operation, the learning mechanism is inactive or used only to maintain the aircraft performance at the level specified in the reference model. In the presence of failures, where the performance becomes different from the specified reference model, the learning mechanism can then tune the fuzzy controller to achieve controller reconfiguration. In the next section, we explain how to pick the initial fuzzy controller shown in Fig. 6 so that it will perform the same as the nominal controller when there is no failure. We did try to use the initialization

\footnote{In this way we fully utilize the remaining nonlinear portion of the nominal control laws which, intuitively, are applicable whether or not the type of failure we consider has occurred or not.}
procedure of [1]–[5] where one simply chooses all the output membership functions to be centered at zero, but found the approach where we initialize the fuzzy controller to match the nominal controller to be more successful.

1) The Fuzzy/Nominal Controller: Notice that the gain matrix block $K(q)$ in Fig. 3 is replaced by a fuzzy controller in Fig. 6 which will be adjusted by the FMRMLC to reconfigure part of the control laws in case there is a failure. Therefore, to copy the nominal control laws, all that is necessary is for the fuzzy controller to simulate the effects of the portion of the gain matrix $K(q)$ that affects the aileron and differential elevator outputs. In this way, the FMRMLC is provided with the very good initial guess of the control strategies (i.e., nominal control laws resulting from years of experience of the designer). In the nominal controller, the gain matrix $K(q)$ in Fig. 3 takes five inputs $u_i$ ($i = 1, 2, 3, 4, 5$) shown in Fig. 6 and gives $\delta_a$ and $\delta_e$. However, only the portion of output corresponding to aileron $\delta_a$ and the differential elevator actuator $\delta_e = 0.25\delta_a$ is needed (since we found that for the failures investigated effective reconfiguration could be achieved without changing the control law for the rudder), which is calculated from the first row of the gain matrix. In order to implement the effect of a gain matrix by a fuzzy system $\mathcal{F}$, we would like

$$\hat{y} = \mathcal{F} \left[ \begin{array}{c} u_1 \\ u_2 \\ u_3 \\ u_4 \\ u_5 \end{array} \right] = \begin{bmatrix} 0.47 & 0.14 & 0.14 \\ 0.14 & -0.56 & -0.38 \end{bmatrix} \begin{bmatrix} u_1 \\ u_2 \\ u_3 \\ u_4 \\ u_5 \end{bmatrix} = \begin{bmatrix} K_1 \\ K_2 \end{bmatrix} \begin{bmatrix} u_1 \\ u_2 \\ u_3 \\ u_4 \\ u_5 \end{bmatrix}.$$  \hspace{1cm} (5)

Thus the standard fuzzy system $\mathcal{F}$ (i.e., one with singleton fuzzification, symmetric triangular membership functions for input and output universes of discourse, and center of gravity defuzzification) is needed to capture the multiplication and addition operations shown in (5). With a standard fuzzy inference engine the knowledge-base for $\mathcal{F}$ can be constructed so that its output is the weighted sum of all the inputs simply by choosing the values of $g_1, g_2, g_3, g_4,$ and $g_5$ to make the slope of the nonlinearity induced by $\mathcal{F}$ the same as the $K_i$ gains for small values of the $u_i$. To do this, we first construct the rule-base for a standard fuzzy system that will sum the values of its inputs. Following this, we choose the gains $g_0$ and $g_1 - g_5$ so that for small $u_i$, the slopes are $K_i$ as we explain next. Note that the normalizing input gains $g_1 - g_5$ are used to map the symmetrical domain interval $[-1, 1]$ of the inputs into a normalized domain interval $[-R_i, R_i]$ by choosing $g_i = 1/R_i$ and the output gain $g_0 = R_0$ is used to map the output of the normalized fuzzy system to the real output to achieve an output domain interval $[-R_0, R_0]$. Assuming the fuzzy system provides the summation operation as it is discussed above, the “net gain” of the fuzzy system for the $i^{th}$ input-output pair can be considered to be $g_ig_0$ (for a fuzzy system of the type we choose above). Hence, it must be true that $g_ig_0 = K_i$.

Based on the gains $K_i$ ($i = 1, 2, 3, 4, 5$) in the gain matrix $K(q)$, the procedure for calculating the input and output gains for the fuzzy controller is: 1) Pick the gain of any one of the inputs (call it the $i^{th}$ input) which has a known domain interval $[-R_i, R_i]$ in the universe of discourse, and set the input gain $g_i$ of the corresponding input in the fuzzy controller to be $g_i = \frac{R_i}{R_0}$. This operating range of each input must be made as large as possible based on the system responses, so that a good interpolation is ensured within the saturation limits of the fuzzy controller. However, the range should not be too large since there is only a fixed number of membership functions with a limited numerical resolution; 2) given $R_i$, the output gain $g_0$ of the fuzzy controller is $g_0 = \frac{R_0}{R_i} = K_i R_i$, where $K_i$ is the corresponding gain in the gain matrix; 3) with the output gain $g_0$, the rest of the fuzzy controller gains are $g_j = \frac{R_j}{R_0}$ where $j \in \{1, 2, 3, 4, 5\}$, $j \neq i$; and 3) Check the range of the rest of the inputs to ensure they all lie in the operating range of the nominal controller. Repeat the first step by choosing a different range or choosing another input to start with. Otherwise the conversion of a gain matrix to the input-output gains of a fuzzy system is completed.

For the F-16, after some simulation-based investigations we chose $u_2$ (the roll rate error signal, see Fig. 6) to have the domain interval $[-R_2, R_2]$ discussed above. After some investigations we chose the value of the range for this input to be [100, 100] degrees/s in order to fully cover the typical operating range for the input $u_2$ (i.e., [60, 60] degrees/s). The corresponding input gain of the equivalent fuzzy controller is $g_0 = \frac{100}{100}$. For any lower value of this range [100, 100], the accuracy of $\mathcal{F}$ is distorted because the summation emulated by the fuzzy system is saturated within the range of the input. Using the procedure for gain calculation described above, the gains of the fuzzy system for the F-16 aileron and differential elevator control laws are: $g_0 = 1.0, g_2 = 0.95, g_3 = 0.75, g_4 = 0.33, g_5 = 0.007$. While in the interest of space we omit the plots, these choices for the $g_i$ result in nominal and fuzzy/nominal (i.e., Fig. 6 without a learning mechanism) controllers which provide aircraft responses that are quite close for the loaded roll command sequence. The differences between the responses can be reduced by increasing the number of membership functions and rules, but this would create problems with memory and computational complexity for the FMRMLC. For our fuzzy controller there are five membership functions in each input universe of discourse so that the total number of rules required is $5^5 = 3125$. Several test runs showed that a higher number of input membership functions (from 7 to 21 for each input) will definitely make the nominal and fuzzy/nominal controllers behave nearly the same; however, the total number of rules goes from $5^5 = 3125$ to $21^5 = 4,084,101$, which can quickly exhaust computational resources.

2) F-16 Reference Model Design: As discussed above, the reference model is used to characterize the closed-loop specifications such as rise time, overshoot, and settling
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time. The performance of the overall system is computed with respect to the reference model by generating error signals between the reference model output and the plant outputs (i.e., \( y_{\text{ref}}(kT) \), \( y_{\text{ref}}(kT) \), and \( y_{\text{ref}}(kT) \) in Fig. 6). To achieve the desired performance, the learning mechanism must force \( y_{\text{ref}}(kT) \approx 0, y_{\text{ref}}(kT) \approx 0, \) and \( y_{\text{ref}}(kT) \approx 0 \) for all \( k \geq 0 \). For the aircraft, the reference model must be chosen 1) so that the closed-loop system will behave similarly to the unimpaired aircraft when the nominal control laws are used, and 2) so that unreasonable performance requirements are not requested. With these two constraints in mind, we choose a second order transfer function \( H(s) = \frac{s^2 + 2\zeta\omega_n s + \omega_n^2}{s^2 + 2\zeta\omega_n s + \omega_n^2} \), where \( \omega_n = \sqrt{200} \) and \( \zeta = 0.85 \), for the roll rate reference model and \( H(s) \) for the roll angle reference model. Fig. 7 shows the responses of the reference models and that of the closed-loop system with the nominal control laws. These plots match each other quite well except that there is a small steady state error observed in the roll angle between that of the reference model and the system output (1.1° error in roll angle). Notice that in the enlarged roll rate plot in Fig. 7, the second order model (which is chosen for the reference model of the roll rate) is different at the time instants indicated by arrows. When the roll rate reference response is integrated to obtain the roll angle reference response, there would be a difference in the steady state roll angle between the reference model and the system output as depicted in the roll angle plot in Fig. 7. In general FMRLC design, the relatively simple and low order reference models (e.g., the second/third order models of roll rate/roll angle) are chosen. Choosing more complicated reference models will resolve the tracking error problem, but this is not the original intent of the design for a simple reference system. Hence, from the designer's point of view, these reference models can be used without loss of generality by assuming that they indeed generate the desired responses of the aircraft.

3) Learning Mechanism and FMRLC Design: The learning mechanism consists of two parts: 1) a “fuzzy inverse model” which performs the function of mapping the necessary changes in the process output error \( y_{\text{ref}}(kT), y_{\text{ref}}(kT), \) and \( y_{\text{ref}}(kT) \), to the relative changes in the process inputs \( y_{\text{ref}}(kT) \), so that the process outputs will match the reference model outputs, and 2) a knowledge-base modifier that updates the fuzzy controller’s knowledge-base to “memorize” the needed changes in the process inputs. As discussed earlier, from one perspective the “fuzzy inverse model” represents information that the control engineer has about what changes in the plant inputs are needed so that the plant outputs track the reference model outputs. From another point of view that we introduce here, the fuzzy inverse model can be considered as another fuzzy controller in the adaptation loop that is used to monitor the error signals \( y_{\text{ref}}(kT), y_{\text{ref}}(kT), \) and \( y_{\text{ref}}(kT) \), and then choose the controller parameters in the main loop (i.e., the lower portion of Fig. 6) in such a way that these errors go to zero. With this concept in mind, we introduce the following design procedure for the FMRLC that we have found to be very useful for our fault tolerant control application.

4) Design Procedure:

1) Initialize the fuzzy controller by designing its rule-base to achieve the highest performance possible when the learning mechanism is disconnected (we completed this step above).

2) Choose a reference model that represents the desired closed-loop system behavior (care must be taken to avoid requesting unreasonable performance). This step was completed above.

3) Choose the rule-base for the fuzzy inverse model in a manner similar to how one would design a standard fuzzy controller (if there are many inputs to the fuzzy inverse model, then follow the approach taken in the application of this procedure below).

4) Find the range in which the \( i^{\text{th}} \) input to the fuzzy inverse model lies for a typical reference input and denote this by \( [-\bar{R}_i, \bar{R}_i] \) (i = 1, 2, ..., n, where n denotes the number of inputs).

5) Construct the FMRLC with the domain interval of the output universe of discourse \( [-\bar{R}_0, \bar{R}_0] \) to be \([0,0]\), which is represented by the output gain \( m_0 \) of the fuzzy inverse model set at zero. Then, excite the system with a reference input that would be used in nor-

---

5 Note that we use the notation \( y_{\text{ref}} \) to denote the signal that is the approximate derivative of the change in error of the roll rate \( p \). The use of \( \bar{p} \) in the subscript does not denote the use of a continuous time signal.

6 This procedure was used in the first physical implementation of the FMRLC for vibration suppression in a flexible robot arm [30].

7 If one wishes to initialize the fuzzy controller rule-base so that all the output membership functions are located at zero (as in [11]-[15]), then this design procedure should be applied iteratively where for each pass through the design procedure the trained fuzzy controller from Steps 5 and 6 is used to initialize the fuzzy controller in Step 1.
mal operation (e.g., a series of step changes). Then, increase the gain \( m_0 \) and observe the process response until the desired overall performance is achieved (i.e., the errors between the reference models and system outputs are minimum).

6) If there are difficulties in finding a value of \( m_0 \) that improves performance, then check the following three cases:

a) If there exist unacceptable oscillations in a given process output response about the reference model response, then choose the domain intervals of the input universes of discourse for the fuzzy inverse model to be \([-a_iR_i, a_iR_i]\) where \( a_i \) is a scaling factor that must be selected (typically it lies in the range \( 0 < a_i \leq 10 \)) and go back to Step 5.

b) If a process response is acceptable but there exist unacceptable oscillations in the command input to the plant, then adjust the rule-base of the fuzzy inverse model and go back to Step 4.

c) If the process output is unable to follow the reference model response, then choose a different reference model (typically at this point, one would want to choose a "slower," i.e., less demanding, reference model), and go back to Step 3.

It is important to note that for Step 5, investigations show that the choice of \( m_0 \) significantly affects the learning capabilities and the stability of the system. Generally, the size of \( m_0 \) is proportional to the learning rate, and with \( m_0 = 0 \) learning capabilities are "turned off" completely. Hence, for applications where a good initial guess for the controller is known and only minor variations occur in the plant, one may wish to choose a relatively small value of \( m_0 \) in attempting to ensure stability, yet allowing for some learning capabilities. For other applications where significant variations in the plant are expected (e.g., failures), one may want to choose a larger value for \( m_0 \) so that the system can quickly learn to accommodate the variation. In such a situation there is, however, the danger that the larger value of \( m_0 \) could lead to an instability. Hence, one generally wants to pick \( m_0 \) large enough so that the system can quickly adapt to variations, yet small enough to try to ensure a stable operation. Moreover, we emphasize that if a single step response is used as an evaluation during the tuning procedure, there exists the danger that the resulting system may not be stable for other inputs. Thus, a continuous (or at least a long enough) command sequence is necessary to gain an indication of whether using a specific \( m_0 \) will result in a stable overall system. Next, we finish the design of the FMRLC by using the above design procedure to choose the learning mechanism.

In the F-16 aircraft application, starting with Step 3, the rule-base of the fuzzy inverse model is constructed.

---

8Simulations must be run long enough to try to detect possible instabilities.

9The value of \( a_i \) should not be chosen too small, nor too large, such that the resulting domain interval \([-a_iR_i, a_iR_i]\) is out of the operating range of the system output; often one would choose to enlarge the input universes of discourse by decreasing \( a_i \).

---

Fig. 8. Input-output relationships for \( y_{r0}, y_{rp}, \) and \( y_{rp} \) to \( y_f \) maps.

To ensure smooth performance, we would like the fuzzy inverse model (viewed as a controller) to provide the capability to correct a large error quickly and adjust more slowly for minor errors; this is indicated in the input-output map for the fuzzy inverse model in Fig. 8. To realize the map in Fig. 8 we use: 1) a similar rule-base initialization procedure as discussed in the fuzzy controller design where we picked a set of uniformly spaced input membership functions for each of the three input universes of discourse, and 2) the centers of the output membership functions \( c \) given by \( c = \text{sign}(d_i)(\sum_{i=1}^{n} d_i)^2 \) where \( \text{sign}(x) = +1 \) if \( x \geq 0 \) and \( \text{sign}(x) = -1 \) if \( x < 0 \), \( d_i \) is the center of the input membership functions in the \( i \)th input universe of discourse, and \( i = 1,\ldots,n \), where \( n \) is the number of inputs. Note that the negative sign in the expression for \( c \) is necessary to represent the inverse relationship in the error between the plant output and the reference model and the change in the fuzzy controller.

According to Step 4, the difference between the reference model responses and the system outputs are measured, as shown in Fig. 9, when \( m_0 = 0 \). Based on this information, the ranges of all the three inputs to the fuzzy inverse model \( y_{r0}(kT), y_{rp}(kT), \) and \( y_{rp}(kT) \) are found to be \([-4.4, 4.4]\) (the maximum deviation of \( y_{r0} \) in Fig. 9 is +4.4), \([-8.4, 8.4]\) (the maximum deviation of \( y_{rp} \) in Fig. 9 is +8.4), and \([-97.6, 97.6]\) (the maximum deviation of \( y_{rp} \) in Fig. 9 is +97.6). For the first iteration, we will choose \( a_1 = 1 \) (where \( i = 1, 2, 3 \)).

In order to apply Step 5, the loaded roll sequence is repeated several times. In this first iteration, the gain \( m_0 \) is found to be 0.02, which is a relatively small value that will not give significant learning capabilities. Therefore, we will proceed to Step 6, and apply Condition 6a where the scaling factors \( a_i \) (i.e., \( i = 1, 2, 3 \)) are selected to obtain a larger value for \( m_0 \). After a few iterations, the scaling factors are found to be \( a_1 = 2.273, a_2 = 5.952, \) and \( a_3 = 2.049 \) such that the domain intervals for the input universes of discourse for the fuzzy inverse model are \([-10, 10], [-50, 50], \) and \([-200, -200] \), which correspond to \( y_{r0}(kT), y_{rp}(kT), \) and \( y_{rp}(kT) \). Then, \( m_0 \) is found to be 0.1, and the tuning procedure is completed.

Notice that the actual acceptable \( m_0 \), where the difference between the reference models and the system outputs is deemed small enough, is found to be in the range [0.05,
Fig. 9. Errors between the reference model and the aircraft with fuzzy controller.

Fig. 10. Unimpaired F-16 system outputs with FMRLC.

0.11] (i.e., a range of $m_0$ values worked equally well). Due to the fact that we would like the largest possible value of $m_0$ (i.e., higher learning capabilities) to adapt to failures in the aircraft, and we would like to try to ensure stability of the overall system, we picked the compromise value of $m_0 = 0.1$.

C. Simulation Results

In this section, the F-16 aircraft with the FMRLC is simulated using the sampling time $T$ of 0.02 s, and tested with aileron failure at 1 s.\(^\text{10}\) Fig. 10 compares the performance of the FMRLC to the nominal control laws for the case where there is no failure. All six plots show that the FMRLC performs as good, if not better, than the nominal control laws (of course this is only for one command input sequence). Notice that the FMRLC achieves its goal of following the reference models of the roll angle and the roll rate, except for slight steady-state errors (see the portions of the response indicated by the arrows in Fig. 10) where the responses of the FMRLC do not exactly match that of the nominal control laws. As mentioned during the selection of the reference models, these errors are due to the fact that simple, second/third order, zero steady-state error reference models (roll rate/roll angle) are picked for the closed-loop multiple perturbation models of the aircraft. This discrepancy between the nominal controller and FMRLC responses is due to the difficulties one encounters in defining the reference models that can accurately emulate the nominal behavior of a given closed-loop system.

In case of failure, when the ailerons stick at 1s, the responses are shown in Fig. 11. The FMRLC system responses are acceptable since all the responses eventually match that of the unimpaired aircraft with the nominal control laws (note that the nominal control laws were not explicitly designed to accommodate this type of fault so it is not surprising that the FMRLC performs better). However, the performance in the first nine seconds of the
command sequence is obviously degraded as compared to the unimpaired responses (portions of the roll angle and roll rate responses highlighted with arrows in Fig. 11), but improves as time goes on. As shown in the actuator responses in Fig. 11, the differential elevator (δe) swings between -1.30 and 10.00 with a bias of about 4.5° for the impaired aircraft with FMRLC. The actuation of the differential elevator replaces the original function of the aileron with the bias so that the effect of the failure is cancelled. In other investigations we showed that if the actuator rate saturation limit was doubled, then performance can be significantly enhanced over what is shown in Fig. 11.

IV. SUPERVISED FMRLC FOR RECONFIGURABLE CONTROL

The FMRLC designed in the previous Section gives promising results; however, the learning process takes considerable time (approximately nine seconds as shown in Fig. 11) to completely reconfigure the control laws due to the actuator failure. This time requirement arises from the fact that 1) we are forced to use a “slower” learning mechanism (i.e., one with a small value of \( m_0 \)) to try to ensure stable operation for a wide variety of failures, and 2) the FMRLC does not use special information about the actuator failure (e.g., information about when the failure occurs and where the actuator is stuck). Basically, regardless of what kind of failure occurs, the FMRLC of the previous Section will try to redistribute the remaining control authority to the healthy channels so that the aircraft will behave, if not exactly the same, as closely as possible to its unimpaired condition. It is, however, somewhat unreasonable to expect the FMRLC to achieve performance levels comparable to the unimpaired case if, for example, the aileron becomes stuck at near full deflection. For such failures we would find it acceptable to achieve somewhat lower performance levels.

In this Section, we will show that if FDI information is exploited, a supervisory level can be added to the FMRLC to tune the reference model characterization of the desired performance according to the type of failure that occurred. We begin by investigating a supervised FMRLC technique that uses limited FDI information (in [25] we study the case where it is assumed that perfect FDI knowledge is available). Next, utilizing the approach and results in [26], [27] we explain how a fuzzy system can be used for failure estimation and can be coupled with the fuzzy supervisor so that perfect knowledge about failures is not necessary.

A controller is said to be “supervised” if the controller is modified by a set of directives (e.g., a set of heuristic rules) which often results from real-world experiences of a human expert. In the FMRLC, if its components (i.e., the fuzzy controller, the reference model, and the learning mechanism) are changed by a set of heuristic rules, then it is said to be a “supervised” FMRLC. In the F-16 aircraft, an experienced pilot or an aircraft control engineer may have some rule-of-thumb control strategies available to cope with certain failure situations. In the following sections we will investigate if via a supervisory level such heuristic reconfiguration rules can be used to modify the FMRLC to accelerate the learning and ensure that the best possible performance is achieved for the given failure.

A. FMRLC Supervision with Limited FDI Information

We will first consider the case where only limited failure information is available. In particular, we assume that we
have an FDI system that can only indicate whether or not an actuator has failed; hence, while it indicates when an actuator failure occurs it does not indicate the severity of the failure (also we assume it provides no false alarms). A supervised FMRLC that uses such failure information is shown in Fig. 12. The FMRLC supervisor consists of an FDI system, which gives binary information about an actuator failure, and a control supervisor which will tune the reference model and learning mechanism when an actuator failure is detected. It will be assumed that the FDI system can provide its binary failure information within one sampling period after the failure occurs. Simulations (omitted due to space constraints) showed that the performance of the system degraded only to the level obtained by the unsupervised FMRLC when a 1/2 s delay in obtaining FDI information was induced. However, if extremely long delays are induced, then the controller needed re-tuning to maintain adequate performance. Generally, we found that achievable performance levels were directly proportional to the length of the delay in obtaining FDI information.

Due to the fact that only limited knowledge about the nature of the actuator failure is provided by our FDI system, it is not possible to design complex supervision strategies. In general, there are two approaches to supervise the FMRLC:

1) Given limited information, one possible supervision strategy is to increase the learning capabilities of the FMRLC (i.e., increase the output gain $m_0$ of the fuzzy inverse model) so that the failure recovery can be accelerated. However, in order to obtain an adequate increased output gain for the fuzzy inverse model, the reference model needs to be “slowed down” to try to ensure stability. Therefore, the reference models must be designed much more carefully to represent achievable performance levels of the impaired aircraft. Intuitively, the pilot will not push the performance of an impaired aircraft to the same level as its unimpaired condition. In the case of an aileron actuator malfunction, the pilot loses the primary roll control effector. Even though the differential elevator can often be used to reconfigure for this failure, the pilot will never expect a full recovery of the original performance, realizing that the differential elevators alone do not have enough control authority to overcome the failure and replace all the functions originally designed for the ailerons. In all cases, when an aircraft loses a control surface, it loses some performance. Hence, there is a general decrease in performance expectations from the pilot, which can be mimicked by the change in the functionality provided by the reference model in the FMRLC design. Hence, as soon as a failure is detected, a different set of reference models should be used. The second/third order reference models chosen for the FMRLC have two parameters available for modification; they are $\zeta$ and $\omega_n$ (which are 0.85 and 14.14, respectively, in Section III-B-2). In the case of actuator failures, a pilot would expect the aircraft to react in a much slower fashion with overdamped responses. Hence, this expectation is translated to a larger $\zeta$ (i.e., $\zeta > 0.85$) and a smaller $\omega_n$ (i.e., $\omega_n < 14.4$). We find that the values $\zeta = 1.0$ and $\omega_n = 10.0$ are reasonable choices, that is, do not jeopardize performance too much. With this set of slower reference models, the fuzzy inverse model is tuned (using the approach introduced in the previous section), and it is found that the output gain $m_0$ is 0.6. Here, by
reducing the performance requested by the reference model, the learning capabilities are increased by a factor of six. This greater learning capacity will then speed up the control reconfiguration process.

2) As an alternative approach, the fuzzy controller can be modified directly in the direction of how the learning mechanism will do the control reconfiguration. Referring to the F-16 nominal controller of the lateral channel as shown in Fig. 3, the effectiveness of the differential elevators as the roll effector is actually depressed by a factor of four compared to the ailerons (see the 0.25 factor between the $\delta_a$ and $\delta_{de}$ controller outputs). Thus in the control reconfiguration process the learning mechanism of the standard FMR LC needs to bring the effectiveness of the differential elevators up to the level of the ailerons, and then further fine tune the control laws (i.e., the rule-base of the fuzzy controller) to compensate for the actuator failure. With this process in mind, another approach to accelerate the learning process is to assist the learning mechanism in increasing the effectiveness of the differential elevators. This approach can be achieved simply by increasing the output gain of the fuzzy controller for the differential elevators by a factor of (for example) four as soon as the stuck aileron actuator is detected (i.e., increase the domain interval of the output universe of discourse by four times). Using this direct controller modification, instead of using a slower learning mechanism to achieve the same goal, the control reconfiguration process will definitely be accelerated.

Notice that in the first approach, the learning capabilities are increased by reducing the requirements posed by the reference model, whereas the second method allows a direct change in the configuration of the controller itself. The results of applying these two supervision approaches are actually similar and in both cases it is necessary to incorporate them in a fashion that tries to ensure stability. After some simulation studies, it was found that it is best to use a combination of the two methods. The output gain $m_0 = 0.3$ is chosen with the slower reference model given above in approach 1, and the controller output gain of the differential elevators is increased by a factor of two to 0.5. This choice reflects a moderate contribution from each approach, but detailed simulation studies show that virtually any combination of the two approaches will also work with minor differences. Hence, as soon as the FDI system detects the aileron failure, the expert supervisor will switch the reference models, increase the output gain of the fuzzy inverse model, and alter the fuzzy controller as described above.

Fig. 13 shows the responses of the F-16 using the supervised FMR LC. By comparing to the responses where no FDI information is used (see the dotted line in Fig. 13), the results show improvements in that there are less oscillations in the first 9 s (see, e.g., the arrows in the roll rate and the roll angle plots) compared with the unsupervised case in Fig. 11. The supervised FMR LC ensures that the system follows the “slower” reference models in case of failure, which prevents the controller from pushing the aircraft beyond its capabilities. By allowing the FMR LC to learn the failure situation at a higher rate, the actuator response of the differential elevators is more active than that of
the response in the FMRLC without the supervisor (see the arrows in the differential elevator plots in Fig. 13). However, the choice of a set of slower reference models results in a larger steady state error in the roll angle after and during the maneuver (see the arrows in the roll angle plot in Fig. 13). This is due to the fact that the slower roll rate model causes the final value of the roll angle to shift. This phenomena is a characteristic of the new set of reference models. From the simulation results, this study shows that a “slower” reference model for FMRLC will often give a less oscillatory overall response, and clearly there exists a trade-off between performance and stability for an impaired aircraft.

B. FMRLC Supervision using FDI Information from a Fuzzy Estimator

Up to this point we have assumed a very specific and idealized form for the FDI subsystem in the implementation of the FMRLC supervisor so that the results would not be limited to a particular type of FDI methodology. In this Section we implement FDI for the F-16 aircraft in conjunction with the FMRLC supervisor using a method for fuzzy failure estimation in [26, 27] (due to the applications focus of this special issue, we provide little background information on fuzzy estimation techniques and refer the interested reader to [26, 27, 32–34]). Note that as indicated in the Introduction, the purpose of this section is to investigate the use of fuzzy systems for failure identification as an alternative to conventional FDI techniques. The primary reason for considering fuzzy techniques is due to their lack of dependence on linear mathematical models of the aircraft. Full evaluation of the best approach to FDI that includes theoretical and implementation based comparative analyses with the approaches in, for example [6–22], is beyond the scope of this paper since the focus here is on applications of fuzzy logic.

The fuzzy estimator in [26, 27] (which builds on the ideas in [32–34]) is constructed by a training algorithm that adjusts the parameters of a fuzzy system so that it approximates a functional mapping represented by a set of \( M \) input-output training data pairs that characterize the association between observed aircraft behavior \( z \) and failure conditions \( \dot{y} \). The input-output training is specified by: 1) inducing an actuator failure (e.g., aileron stuck at \(-4.2^\circ\) at \( t = 1 \) s), 2) gathering measurable aircraft variables and using these to form the input portion of the training data \( z \), and 3) setting the output portion of the training data \( \dot{y} \) to the failure condition (e.g., \(-4.2^2\)). Failing the aircraft over a range of \( M \) values (e.g., stuck actuator positions) provides a set of input-output training data that provides an association between observed aircraft behavior and the failure which induced this behavior. Hence, training the fuzzy system to approximate this association represented in the input-output training data provides a fuzzy estimator for actuator failures. Basic properties of the fuzzy system, which implement the estimator, ensure that if the observed aircraft behavior is different, then interpolation will provide a reasonable estimate of the failure. Due to space limitations we must refer the reader to [26] for the full details on the development of the fuzzy estimator which provides the estimates of the time and magnitude of the actuator failure.

Fig. 14 shows the results using the fuzzy failure estimator information in the supervisor for an aileron failure (similar results were obtained for a differential elevator failure and
for failures which occur at different times). The “residual” plot in the figure shows the residuals generated by using the fuzzy estimator with a windowed-medium filter. The companion subview is the decision flag (a value of "0" implies no failure, "1" implies an aileron actuator failure) which indicates the detection of actuator failures based on the selected threshold. Notice that the actuator plots in Fig. 14 (the differential elevator plot and the aileron plot) include the results from the fuzzy estimator. We see that the aileron estimates are accurate enough to detect a failure and that when there is an aileron failure the estimator for the differential elevator performs reasonably well. The results are actually similar to those obtained in the case where we induced a delay in obtaining FDI information.

Although we experienced some success with fuzzy estimation, it is important to note that such a technique is dependent on having access to rich enough input-output training data which contains information for failures we wish to consider. This technique is also very dependent on the controller as we used command inputs from the controller to perform estimation. Our simulation results in [26] actually show that the fuzzy estimator can accurately discriminate between aileron and differential elevator failures. Clearly, there is the need to more fully investigate the use of fuzzy estimation techniques for FDI on aircraft by studying 1) the effect of approximation error tolerance on performance of the estimator and reconfiguration strategy, 2) development of estimators for a wider range of failures, 3) the possibility and effects of false alarms, and 4) the issue of simultaneous and intermittent failures.

V. CONCLUDING REMARKS

We have shown that the FMRRC introduced in [1]–[5] can be used to reconfigure the control laws on an aircraft in response to certain actuator failures. We began by discussing the F-16 failure simulation testbed and overviewsing the FMRRC technique. Then we introduced a new design procedure for the FMRRC using the aircraft control problem as an example. It is important to note that this design method for the FMRRC is not limited to reconfigurable controller applications. It is a general intuitive design procedure for the FMRRC that 1) uses conventional control laws to initialize a fuzzy controller, 2) tunes the fuzzy inverse model by viewing it as a second controller, and 3) chooses the fuzzy inverse model output gain in terms of the learning capabilities possessed by the fuzzy controller and dictated by the particular application. Following the introduction and application of the design procedure, we showed that the FMRRC was able to compensate for the effects of aileron failures.

Next, we showed that failure information can be effectively used in the supervision of the FMRRC to provide high performance reconfigurable control. In particular, our investigation began by examining the use of limited FDI information in supervision of the FMRRC (in [25] we showed that performance could be improved if perfect FDI information was assumed available). Following this, we employed a fuzzy estimation technique developed in [26], [27] to detect and identify aileron and differential elevator failures. We showed that even with estimated failure information we were able to recover comparable reconfiguration performance as compared to the case when an FDI delay was introduced.

Overall, our results provide: 1) a new supervisory adaptive approach for aircraft control law reconfiguration that is "performance adaptive" in the sense that it tries to recover the best possible performance depending on the type of failure that has occurred, 2) a new approach that exploits the use of failure information in control reconfiguration (to date, most often it is assumed that perfect FDI information is always available), and 3) an approach that does not heavily rely on the availability of models of the failed aircraft to reconfigure the control laws (to date, it is often assumed that models of the failed aircraft are available for on-line redesign of the control laws).

While in some respects the supervised FMRRC approach appears promising, there is a significant need to investigate:

- the performance of the supervised FMRRC for a more complete nonlinear simulation model, and for a wider range of failures (we have obtained adequate results for certain actuator failures during the loaded roll command sequence where the actuator suddenly and uncontrollably swings to near maximum deflection) over more aircraft operating conditions;
- stability and convergence issues; and
- robustness issues for the developed techniques including: 1) determination if acceptable plant parameter variations can cause the failure estimation techniques to produce false alarms, and 2) determination if the reconfiguration strategies can accommodate for other types of failures.

In addition, there is a significant need to perform comparative analyses between some of the conventional approaches to reconfigurable control and FDI, and the fuzzy reconfigurable control and fuzzy FDI approaches, in order to carefully address issues associated with computational complexity. Moreover, issues related to proper interface between the pilot and the reconfiguration strategy are critical to the development of a reconfigurable control system.
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